Data Agenda

Some basic data concepts.
 Modems
— Dial up
— Digital Subscriber Line
e Fiber to the home
e Hybrid fiber/coax

e Ethernet

e Networks and P 0& Introductlon
 Frame Rela

e Asynchr ransfer Mode (ATM)
e The |atetnet - TCP/IP

otocol Label Switching (MPLS)
@@ ical Transport Network (OTN)
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Introduction

* This presentation is divided into two parts: Vai d Data.

* Originally, the network was essentially al % and when
data usage began to grow, the first e communicate
data were directed at using the exi circuit switched

network. X

e Eventually, the network e majority data, to the point
that voice Is now car@ the data network.

e ||| start with ho e IS carried in the traditional circuit
' “and then show the transition to a data
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Some Basic Concepts
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Open Systems Interconnection (OSI)
Reference Model

e The OSI was developed by the International Or@aﬂon for
Standardization (ISO), headquartered in C@Q

Switzerland.

e The reference model they dev s mtended to be a
way to divide communlcatlo are systems so that they
had well defined interfaces @

e While not always @completely, It gives us a way to
talk about a co Ication system.

o
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OSI| Reference Model

0S| Reference Model

=

. N

7 — Application

@uftwam App Layer

FTP.HTTR, )

@(

11/12/2014

Interface to end user. Interaction Directory services, amail, network WIWW, SMTP,
directly with software application. management, file transfer, web pages, | TELNET, DNS,
. _) | database access. RS
" . ™ e . W'
6 — Presentation Eyntaxﬁsamantms Layer _ ( ASCH JPEG. )
Formats data to be "presented” Data tl'a_ﬂﬁ'atlf)n, ¢r_}mpre$$|ﬂn., MPEG. G":,
between application-layer entities. || encryption/decryption, formatting. MID|
N
e AN L
i . ™ N
5 —Session Application Session Management \
Manages connections between local Session establishmentteardown, file SQL, RPC,
and remote application. transfer checkpoints, interactive login, MFS
N
e AN A
e
( 4 -Tra nspart 'l I= ) End-to-End Transport Services i/ \\"
Ensures integrity of data 2 || Data segmentation, reliability, TCP, UDP,
transmission. 2 || multiplexing, connection-oriented, flow | SPX, AppleTalk
w control, sequencing, error checking. . A
i e e
3 — Network -~ ||Routing )
o . . IF, IFX, ICMP,
Determines how data gets || ¥ || Packets, subnetting, logical IP ARP, PING,
from one host to another. & address]ng, path determination, Tracerouts
\ . @Dnnemlnnless. /)
: 4 RV A - =
g 2 — Data Link ) o |[Switching {~  Switches,
Defines farmat of data on the E Frame traffic control, CRC error Bridges, Frames,
network. E checking, encapsulates packets, MAC PPP/SLIP,
q N )\addresses. RS UISIE N
" N .

( 1 — Physical Cabling/Network Interface f Binary Y)
Transmits raw bit stream L] Manages physical connections, transmission, bit
over physical medium. m interpretation of bit stream into rates, voltage
\ y \electrical signals \_ levels, Hubs /)

F. Michael Henderson, mike@michael-nenderson.us copyrignt 2014




OSI| Reference Model

 The OSI reference model consists of seven Ievel %

— Layer 1 —the Physical Layer. This layer co the physical
medium used for transmission — fiber, @ereless etc.

— Layer 2 — The Data Link Layer. Thi ransmits and
receives frames of data and re@%@és link addresses (such as
Ethernet MAC addresses). sChecks for errors, if function is

Included in the proto

— Layer 3 - The § ayer. Responsible for establishing a
connectlon lon to station across an internetwork. IP Is
In this |

é & Transport Layer. Provides reliable end-to-end

ecovery mechanism. TCP is in this layer.
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OSI| Reference Model

i
R\

— Layer 5 - The Session Layer. Provides @%ﬂism for
establishing reliable communications@@ n applications on
separate computers.

— Layer 6 — The Presenta tio Prowdes a mechanism for
dealing with data re r ns in applications.

— Layer 7 -The Layer The end-to-end application.
Emall and the are examples.

ﬁ%@

@@Qﬁ
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An Alternate Reference Model (Internet)

e The OSI model was “prescriptive”. That is, it Was d
as a model of how to develop software Iayers

* The Internet, however, developed Wlthoutr eto the
OSI| model and when the software was d the
designers described the Iayer developed The
Internet model is dESCI’Ip'[IVK

Os| TCP/IP
7 Application Application
6 Presentation T Not present
5 B ‘,/”" in the model
o4 Transport Transport
?3 Network Internet
%2 Data link
@©Q N r— Network Access
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Internet Layers

example, Layer 3 functions. You need {

they’re using.

e We'll talk about TCP/IP a lot

11/12/2014

Mo %er In this presentation.

Y

Osl TCP/IP
Application Application
Presentation T~ Not present
Session ‘,/"’ in the model
Transport Transport
Network Internet
Data link

, Network Access

Physical
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Circult and Packet

oP

* |n the voice portion of this presentat |o§ stly focused

on the concept of a “circuit” and “c witching”.

* |n this data portion, I'll mtrodua:%@ oncept of “packet”
and “packet swﬂchmg orr "

e The concept of a circ eX|sts In the packet world, as
“virtual cwcmts ” where all packets follow the same
path through

‘@ %ﬁ@@
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Frames and Packets

o)

* Technically, a frame is a block of data @ delineated in
some way, such that you can find th@ of the frame.
— For all the frames we talk aboul%@ cribe how the system
finds the start of the frame.
e A packet may or may @%e a way to delineate the start of

the packet. 0\@
— In common %people often interchange the terms frame
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Connection and Connectionless

e When we want to communicate data between tw r%
stations, there are two paradigms we can us '&ection

and connectionless. %
With a connection, we establish a Io@ﬁth between the

two end stations prior to sendiw ata. Theoretically, the
called station could reject t % ection request.

e With connectionless, e address of the other end
station on the da %@ nd it into the network. The
network has the nsibility of delivering the data based
on the a@dd »Something like putting a letter into a mail
boxX.

Ea Ket is treated independently so packets may take
@ routes and/or arrive out of order.
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Introduction to Data Transmission

e The need to send data over the telephone netw rted

early. ﬁ%
e In 1958, AT&T released the Bell 101 m @%Which had been
developed for the SAGE System. unicated at 110bps.

e In 1962, they followed with thé% 03 modem which
communicated at 300&@@

e By 1972, rates had | d to 1200bps.

e |Improvements, @etwork (digital network) allowed better

modulation aster speeds.
'
ard in 1994 was the last “pre-Internet” modem.
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Introduction to Data Transmission

o)

* The Internet took off in about 1996 and ated an
explosion of innovation in data com ations.
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Challenges of Data Communications

e Need to communicate at high rates, yet be@@
— In 1980, we thought a 1200bps telepho @e odem was fast
— Today, we have 100Mbps over wir a much more difficult
medium).
* Sharing of transmission @Is.
— Impossible to give e@ a dedicated path.
* Need to scalet orks.

— Things t k in small systems get very difficult in large
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Modems

e Modem Is a contraction of modulator/demod

* When speaking about modems we talk |ts per
second (bps) and baud (symbols pe

e Many people incorrectly equ t%@ with bps so I'll often
use the term “symbols” | f baud

* The term “baud” Is naﬁ%@br Jean-Maurice-Emile Baudot
who invented t code.
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Early Modems

* In the very early days, users could not connect non@i

modems directly to the telephone network bec egal
restrictions, so an acoustic coupler had to %%

e This also implied that tones had to be
one tone for a 1 and another tone f

e These modems used a mod
Keying (FSK).

carry the data,

lled Frequency Shift
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Early Modems

These early dial-up modems were used with “d@@
riter

terminals”, essentially CRT versions of tel
(teletype) terminals (TTY).

The communication was asyncg\%@@cause that’s what

TTY terminals were. x
Often used to access a re&& Imesharing computer.

AT&T offered mo could be connected directly to
the line, both fo p and for use on leased lines.
— Most lea s were 4-wire, two for transmit and two for

recej?& e full bandwidth could be used to transmit data.

@@‘@%
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FSK Modulation

e ['ll use the Bell 103 (300 bps) modem as an examp|€g.§>
* The Bell 103 is a full duplex modem, using t%lg@@ollows:

| Originating modem

Mark (L bit) 1,270Hz 2,225Hz

Space (0 bit) 1,070Hz 2,025Hz
.
e Each modem had filters for@f eguencies they were
receiving, so they com@ect whether a 1 or a 0 was sent.
e

e Transmission WW cause the frequency had to be
sent long enoug the receiver to discriminate which tone

m \3

ese frequencies fit within the 300Hz to 3400Hz

. Note%j;
@@@v th of the telephone channel.
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FSK Modulation

* Let’s look at the frequency spectrum of the Bell @%%em

compared to the bandwidth of a voice chan

e Since al and 0 1s never sent simultan @g e bandW|dth
of the mark and space can overlap @ Ith the other

modem.

&
The bandwidth of each frequency is f
about 600Hz (300Hz on either side of Originating

| Answering |
the center frequency) so the mark f> | '|
the originating modem goes fro@ | /m N ﬂ '|
about 970Hz to 1570Hz. | [ 5 5 |
|| @ || D \
The space bandwi om | | $ | t 1 | \l
about 770Hz to — ! l | |
' 300 1070 1 270 2025 2225 3400
Q 1170 2125
O : 2
Frequency (Hz)
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FSK Modulation

e Here’s what the transmit signal of the originate mo

would look like when transmitting the sequenc; {@g,ﬁ,m}.
tal

e [or the originating modem, the center freq IS 1170Hz,

and the delta frequency (AF) is 100Hz. 3The total bandwidth
J0=800Hz

e Butitis tolerant of noise
frequency. o\

L0700 H= L2770 H= LO70 H= 270 H= LO70 H=
Space oc 0 Mark oc L Spaceoc Back o L Space oc 0

@@
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Amplitude Shift Keying (ASK)

e Although there were no early modems that
Important to understand it because the conce

Quadrature Amplitude Modulation (QAM

e |n ASK, the amplitude of the carrier

two levels.

» Although there’s no standa

a 0 and the hlgher am% asal.

11/12/2014

Amplitude shift keying (ASK)

e

wer amplitude was often

used
' e

varied between

AN
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Amplitude Shift Keying (ASK)

ASK is plain old amplitude modulation so the signal %}%a
two sidebands, each sideband extending to the
frequency of the modulating signal.

For data, a Hz is a combination of a 0 ar&] so the maximum
modulating frequency is half the bi eaning that the
bandwidth is equal to the bit ra

e The average modulating fr a@hcy will be less than the
maximum because them@vlll not be all alternating 1s and 0s.

Carier

o

mplitude

L ower sideband Lbper sideband

@@@% Dl VN

Frequency
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Phase Shift Keying (PSK)

* |n phase shift keying, the phase of a carrier wave Is \%@
Indicate the digital data.

e For Binary Phase Shift Keying (BPSK), tw %es are used,
one representing a 1 and the other r epé ngao.

e The bandwidth of the signal is e e symbol rate, which
for BPSK Is the same as the b

/\A@\

»O

Phase Modulated Signal

LA AL /\/\
RIS

~—
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Phase Shift Keying (PSK)

* More than two phases can be used. If four phases @&e ¢

each phase can carry 2 bits. @

* The constellation diagram below shows a t&%@ase signal,
using the phases 45°, 135°, 225° and 3152

e Eight phase shifts would allow @ase to carry 3 bits.

* General case is 2™ phase shifts‘can each carry n bits.

The Bell 212A and V. Q@
modems used P3K %
600 baud to pro

600bps and

@@@
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Phase Shift Keying

* Anexample of a PSK modem is the Bell 212A mode@

ITU V.22). @@

* |t operated 1200bps full-duplex with two ¢ ocated at
1200Hz and 2400Hz. Symbol rate and dth of each was

600Hz. Q

e Each symbol carried 2 bits far PS operation.
t 90°, 00
A
A
m m 180°, 10 <
v
1200 2400 3400 270° 11

Frequency (Hz)
11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014
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Quadrature Amplitude Modulation (QAM)

e While PSK is an efficient modulation, allowing m%g&

one bit per Hz of bandwidth, it has limits.

— As the number of phases increases it bec @arder for the
receiver to accurately decode the dat hase changes are

more symbols that can bedcc rately received.

. "

VAV/\/\/\/\/\/\AM
TR

-
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Quadrature Amplitude Modulation (QAM) §

* To visualize a QAM modulation, we use the constell@

diagram. @
e Each combination of amplitude and phase @Q viewed as
vector which is plotted on an x-y grid. e

* |f we plotted all the possible co @ns of amplitude and
phase, we’'d have a lot of vec@b nting out from the
w

center. So many, in fact, th&bitwould be hard to see all of
them. .

Amplitude

Phase angle
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Quadrature Amplitude Modulation (QAM '

180

So, what we do is just indicate, with a dot, the end pﬁaﬁ}a
each vector . @

The result is called a signal constellation. §%©

Below, we have a 4-point, a 16-point, a -point
constellation.

The ITU V.22bis modem was<th “standard” modem to
use OAM (2400bps, 600 bauier 16-point constellation).

90 90 90

(X X XN BN X N N |

s | » ®eolooe 2ees aess

" ® 0|0 0 0 180 'YX X IKXXX) 5

® 0|0 o 9000 000

* | ooloe Sess sons

09000 00OCGO
270 270 270

(a) (b) (c)
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Quadrature Amplitude Modulation (QAM)

* Noise in the channel can affect the amplitude and/o@
phase of a constellation point, causing it to “mowe®

* The recelver has a “decision region” for eg@@nt, and as

long as the point is within the decision , the point will
be interpreted correctly.

* This limits how many points&é%%n a constellation, and

thus the bit rate.
® O | ® @ <— Decisionregion
<
® |0 o
N |
%@@ ®o oo
@@Q ® 0|0 o
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Quadrature Amplitude Modulation (QAM

v

* The difference between where the constellation poiﬁ@b
be and where it’s received is called the “error v @ .

e The error vector has been used to impleme%@ condary

channel for monitoring leased line mo .

e A“robust” point is chosen and ? @%sely sent off

position to create an error vect

@@@

11/12/2014

01

Transmitted symbol
00
—ro

o~

Decision Region

| Received symbol

™~ Error vector

10

11
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Quadrature Amplitude Modulation (QAM)

e An error vector in one direction may mean a 1 whil
vector in the other direction may mean a 0.

* The bit may be sent three times and votin&&@@t> of 3) Is

used to choose the bit. (@

e Very slow channel, perhaps 102@@9

Transmitted symbol
01 00
° —ro

TS~

Decision Region

| Received symbol

™~ Error vector

10 11

w

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 32



Echo Cancellation

 Prior to the V.32 recommendation, all full duple @@
modems used frequency separation for tra@nd
receive, which limited the data rate. e

— Bandwidth available for transmit w an half the channel
bandwidth. Usually allowed o baud modems.

e V.34, adopted in 1988 intr d two revolutionary
concepts, echo cance and trellis coding.
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Echo Cancellation

» Earlier | talked about how a hybrid is used
between the 4-wire portion of the network

and the 2-wire local loop. @@Q % $X
e The hybrid has the characteristiw % j

signal applied at X will appeag& dy

but not at Z. @

VK 3Y
* Asignal applied at W @%ear at'Y and
Z but not at X. N

e Requiresim matching between the
line and Id so usually some signal
“leaks? other port.

&
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Echo Cancellation

e Assume that X is the modem transmit and Y
IS the modem receive.

\ ;
* Some of the modem transmit signal will@@ % £X
W

* On training, the modem will dete
amount of signal leaking intout

side. . %
e From then on, the@%gﬁn will subtract the
0

amount of | m the receive signal,

Z
leaving onl signal received from the % %
netwo@
. @@é a fast DSP processor.

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 35

“leak” to the modem receive cha %@
%ﬁwe the

S'receive




Echo Cancellation

e QOpened up the entire voice channel bandw%@r oth
transmit and receive. %2

e V.32 used 2400baud (and 2400Hz) Its/symbol to give
9600bps, full duplex. The carri centered at 1650Hz.

— 4 hits/symbol were data b't@\tnd bit/symbol was used for trellis
coding. Used a 32 p@@ stellation.

e V.32bis extende%@o 7 bits/symbol to give a maximum
rate of 14,4%9&@9. sed a 128 point constellation.

@@Q g@
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Trellis Coding

* Trellis coding Is a method of correcting some l@ ors in
the data stream.

* Asimplemented in modems, it prov@@% equivalent of a
3dB gain in SNR.

* [tis complex and dlffICU| I Il give a “logical”
explanation that is no atlcally correct but will give
you the basic conqe

e To explaln trelli g I'd need to explain convolutional
itioning, and Viterbi decoding. If you're

n give you some links which explain it.
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Trellis Coding

* As we increase the number of constellation pogﬁﬁ
becomes difficult for the recelver to accur scriminate

which point was actually sent - primar se of noise
in the channel. @

e Suppose, however, we had 9@@%(%@0 way of removing
every other constellation(@ for the receiver when it
makes a decision on \ Tat {point was actually sent.

* Wecan do that byRs phti loning the constellation into two

constellat and ndicating which is to be used by sending
an addm

@@

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 38




Trellis Coding

e Here’s a visual example of breaking a constellation

subsets. @@

Note that the space between the points is %ﬁer In each of
the subset constellations than in the o constellation.

The receiver will have a greate @Iity of decoding each
point accurately, which is equi t to a better SNR.

90 90 90
<
IO N N L ol B
I | ol ¢ |®
570 270 270
O%@O\hste”aﬁon First subset constellation Second subset constellation
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Trellis Coding

* Remember that a V.32 modem has a symbol rate %@%
symbols/sec and operated at 9600bps.

e This would normally mean that each s rrled 4 bits
(2400 times 4 = 9600).

e But we know that each symbol%@ 5 bits — 4 data bits
and one bit for trellis coding,

e We can use that one
subset to use. T 1S
making it easl%9 e receiver to correctly decode the
data.

e This |§<@@Ily how trellis coding works but a detailed

ex tion would require a fair amount of mathematics.

G
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56Kbps Modems

The telephone system uses 64Kbps to carry a @)r a
modem connection).

The subscriber loop (twisted pair) ¢ @ over 1Mbps.
So why can we only get 33.6K a modem (V.34)?

The answer has to do with y we convert the signal to
digital, using Pulse C ulation (PCM), which
Introduces quan :g Ise, and with a theorem published

by Claude Sh 1948.
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56Kbps Modems

* Remember when we talked earlier about PCM codir@
voice | described the problem of quantization no

called quantization error), measured as Sig %%
Quantization Noise Ratio (SQR).

e For a maximum sinusoidal signal, oretlcal SOR of the
u-law codec is 39.3dB.

Quantization

error here\

No quantization
error here

Non linear spacing of
points. Resolution is fine
near the origin, gets

# coarser as you move aw
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56Kbps Modems

Shannon developed an equation which gives the m
bit rate through a channel with a certam SNR.

IS bps = BW log,(1 + _@ﬁ%
Where: &
BW= channel bandwi tk@@
P=signal power %
N= noise power

Note that the signal pé% noise power are actual units

%atlon

rting the equatlon to dB, we get

(Watts) and not dBs
bp. log,(1+ 1010)

. Let’s look at how we do that.
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56Kbps Modems

e The 56Kbps modem takes advantage of the fact ;@tg}%

network is all digital. @
e To work, the service provider modem %@ve a digital
e. That way, the

connection to the network, such as
service provider’'s modem can Igital codes which
are carried to the codec servigg'the customer’s local loop.

Uses Network
8Khz clock

Digital Acess

Site Provider

@ Telephone
@ Network
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56Kbps Modems

e Looking closer at the connection to the customer’s

S (\"“
processed by the Digital SignaNProcessor (DSP).

N

* The codec in the network caioutput 255 different voltage
levels. So the signgl e network to the customer’s
modem is Puls itude Modulation (PAM), a stream of

pulses with different amplitudes.
Tz E o B
Twisted
Client Pair Network

Site
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56Kbps Modems

e So how many different signaling levels do we ne%@vg
56Kbps? bps

N, = 25ig ﬁ%@
Where: @@
N ;= Number of symbols @

Bps= bits per second @

Sig= signaling r%
e The signaling rate is 8,009@@ S per second, so we need
56,000/8000 or 7.

S

| \"*Js the 255 levels of the codec are needed to
ce56Kbps. This modem technique can be described
3PAM technique.
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56Kbps Modems

 |f the modem were to drop back to 48Kbps, on@evels
would be needed (29). ﬁ%

C
e Trellis coding is not used in the dow sam direction in the
56Kbps modem. Can you guessi\

qtre
QY
« Other communication servic

';&\1
ise PAM, for example ISDN
BRI uses a technique cal
technique, so PAM.c

1Q which is a four level PAM
Ication is well understood.
e However, there @&me Important problems in
communicati Kbps in this manner, which I've ignored in
this dis{&
@@‘@%
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V.42 Error Correction

A

Almost all dial modems were used to connect as
terminals to a computer.

With async, we can’t tell if an error occ the
transmission. So, you mlght havet B which Is
0100 0010, but the computer e recelved a“C”,

which 1s 0100 0011.

One way to provide reﬁ@mmumcaﬂon IS to put a
number of char a packet and send the packet with
a code that d errors occurred.

If an errg ed the packet can be re-transmitted.
We'r tting into the area of protocols.

&
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Protocol Frames

e There are many different protocol frames used | %
communications but, for all of them, there a way to

Identify the start of the frame, and aw % when the
frame ends. %

— Start and end flags, such as a@@ HDLC.

— Fixed length frames which have a start indicator, such as
ATM cells. D

— Variable length @th a start flag and a length indicator.

For synchron munications, there must be an idle
charactg@yis continuously transmitted when there’s no
data t Q t. This is required to keep the receive clock

S nized.

cO
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HDLC Frame

* An HDLC frame consists of the following fields:
— Start flag. These are the bits 0111 1110 or 0x7 @

— Address field
— Control field
— Data

the frame. Wikiped

e Continuou
A

¢
ot
&

If errors occurred in transmission of
good discussion of CRC.

are sent when the line is idle.

— Frame check. A 16 bit or 3%&”@ Redundancy Check

(CRC). This s used io

— End flag or fi : The bits 0111 1110, same as the start flag.

Flag (7E)

Address
(Bhits x

Control
) (Bhitz x n)

Data

FCS
(1632 bits)

Flag (7E)

\
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V.42 Error Correction

g ~
| N\

e A problem with HDLC is that a special character % to
frame the packet — 0111 1110 — which has si @@n a row,
so something has to be done to preve @%pearance of
that character in the data. I’@

* A technique known as “Zero B@ jon” is used.
e After five consecutive 1 bit%\s it is Inserted.
— This Is true even g t It IS a zero.

— Typically occ every 32 payload bits.
e This causeQ@p rease in the number of bits in the
messa

@@Qﬁt{x@
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V.42 Error Correction

V.42 works by taking the async characters from the@
Interface (DTE), putting them into the data fiel DLC
frame, computing a CRC, and sending the 0 the other
modem. @

The receiving modem does its 0 calculation,
compares it to the transmi és ,and if no errors

occurred, feeds the chara In async form, to the DTE
Interface.

If the CRCs don% the receiving modem sends a
request to e frame.

Packetizi data introduces a delay in the transmission
path

@ K%>ere’s. no data to be sent, continuous flags are sent.
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V.42his

* Much of the data communicated via modem is noé g@

completely random and is therefore compress

* Various algorithms have been developed @eﬁ can take
non-random data and encode it in Ie than the original

source. é
* One algorithm is the Lempe Q& gorithm, a variant of
which is used in V.42hi

e We have the perf rtunlty to compress the data sent
via a modem plements V.42 because V.42 will

buffert to blocks.
. ThIS Ide very high communication rates for

|bIe data.
@@
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Problems with Dial Modems

 Voice line modems are limited by the bandwidth %ICE N\
channel, thereby limiting their data rate.

— The 56Kbps modem is a fast is as voic @%em IS going to
get.

e Long connection establlshmem%@%ahng call setup and

training).

e Cannot even know if w&as data for you until you

connect.

e Dial up mo% ck the use of the line for making or
recelvn}% calls while they are in use.

«@
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Digital Subscriber Line (DSL)

e Telephone line modems are limited by the relati small
amount of bandwidth available — 3000Hz ta 3400Hz.

* If we could use more bandwidth, we ca@o erate at a much
higher bit rate.

e To do that, we cannot go thr e tradltlonal telephone
system — we must bypas %mtwork

e How can we do that? Q@

e Oneway istot te the subscriber loop at the network
end with a higltspeed modem and to put an equivalent
mode customer location.
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High Speed Digital Subscriber Line (HDSL) §

e Before | look at some of the more advanced DSL te
let me look at the first DSL technique - HDSL ed |
1993.

e T1, using AMI, was provisioned over tv@@s ed pair — one
for transmit and one for receive.

 Tllines, using AMI, had ap w@%@ctral density with its
first null at 1.544MHz, and %ﬁﬁcam side lobes. Also, lots
of NEXT to other lines:s

e The twisted paiw the telephone network was ill suited
to carry thé s@}%g too much high frequency attenuation.

e This requi generation of the T1 signal every 6,000 feet
(a bi@ an a mile).
ning of a T1 line was very slow because these
@ﬁepeaters had to be installed along the path of the circuit.
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HDSL 1%

e Here’s a power spectral density plot for various lin %
codings.

e Note that AMI has it’s first null at 1.544MHz %@me over
rate is 1). Q\@ﬁ

14 —

LEGEND
H7S. HIIR3 AMI = Allernalz mark inversion
~ - BaZS = Bipolar with § zeros substitution
- 1.2 "" 5 I = Freguency
5 ! “ HDB2 = High density bipolar—3 zeros
B NRZ-L, f 1 NRZ-L = MNonrcturn tazero level
E L0 fw, NRZI l" PRSI NRZI = Nonreturn to zero inverted
= s -~ -1 it = Data rate
.5 .'-.. ? t
5 08 |- ! "\
a8 / k \ \
& ;, % by amlL weudaternary
CENTS Jr ™ '\
E I ,' .a‘ 1
= .
% [}
rﬁ 04 — " 1;'&I'!R'il-.."~|-_'l.
o diffzrential manchesier
=
0.2

et |"""-.4,“ |
@9@ 0.2 0.4 0.8 0.8 1.0 1.2 1.4 1.6 1.4 2.0

Normalized frequency (fiR)
11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 57



HDSL

The first HDSL took the 2B1Q line code and used |t%%
provide a longer reach for provisioning a Tl

The 1.544Mbps line was divided into two f% ex CII‘CUI'[S

(using echo cancellation) — so four of L modems
were required to provision one T11i

Each line carried 784Kbps

— The 1.536 payload was d |n half (768Kbps).

— Eachline carrledg;h blts (8Kbps)

— Framing was é%@% each line to demux the data (8Kbps).
At the rece , the data was merged back together to

form t al T1 line
Al rovisioning to about 12,000 feet and could use
@ ters for longer reach.
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HDSL Power Spectral density

* Note that the first null for HDSL occurs at half e rate,
or at 392Kz.
o2

_50 - HDSL Transmit

e “‘“ﬂ\ Speﬁrum
T
a0 HDSL N

49-SMNEXT
90 . ﬁ’_‘

PSD (dBm/Hz)
|
3

190, 50 100 150 200 250 300
( ‘ Frequency (kHz)
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Other Flavors of HDSL

e HDSL - The ITU standardized HDSL In recomme@%
G.991.1

e HDSL2 -(G.991.2) 1.544Mbps over a 9&%% full duplex.
Uses 16 level PAM with trellis codin formation bits
and 1 trellis coding bit per bau@ol rate is
517.33Kbaud. Reach is ab 0 feet

e HDSL4 - 1.544Mbps ov@o pair, full duplex. Uses 16 level
PAM with trellis ¢ ach pair carries half the payload,

plus overhea erse multiplexing. Uses about half the
bandW|dt SL2. Reach is about 11,000 feet.
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Asymmetric Digital Subscriber Line (ADSL) %

* We can use the local loop to provide high speed da@@e
to the home by using two high speed modems, the
central office and one at the subscriber Ioc%[ :

 Since the local loop can provide much han 4KHz of

bandwidth, we can operate the mo t much higher
rates, perhaps several megabi :

* The modem at the central @ would then be connected to
a router into the Interpisf\

— Vaoice Switch f,r’”f H“'H-______h
} ..-r”'ﬁ
POTS I
.g.l | *ﬁ—E;lj
[in] [
A

'
Y

&L ja“ CORs Local Loop L Modem
Multiplexer {carrying both POTS >

and DAL data fvoice)

1251 clata

Drata — . |
Network OO (]

e

Customer Premises
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Digital Subscriber Line (DSL)

But the telephone company didn’t have enough extraRairg, |
provide a separate service to their subscribers.
@operated

To solve that problem, the high speed mod

In a frequency range above the 4KHz vai nnel, so it
can be provisioned on the same lin S.
The upstream and downstrea eguency separated.

The upstream (to the netw: and Is above the voice band,
% to 138KHz.

i

0 4 25875 138 1104
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Digital Subscriber Line (DSL)

N

e To separate the voice from the modem signal, a f@%use

on both ends of the link. O
 |Installing this at a customer’s home w sive. A craft
person had to go to the house, insta ter where the

local loop entered the home, ar%@ Separate twisted pair
to the modem location. X

o&@%@®

(8

Subscriber %ﬁ
telephone<>(xé§§§>
High

Subscriber frequencies Filter
modem

Local Loop
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Digital Subscriber Line (DSL)

» Eventually, the phone companies recogniz@mdlwdual
low pass filters could be put on each p @

* This allowed DSL modems to be Cl% r installed.

e@@@“%
o' m{ﬁ@ e

Subscriber
telephoneo
@ All Local Loop
Subscriber frequencies
modem
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Digital Subscriber Line (DSL)

side makes receiving from

* The local loop was never designed to carry high frequ
modem signals.

— Only about 7 to 9 twists per meter.

— Attenuation at higher frequencies (around
— Longer loops have more attenuatio @@
— NEXT at the central office

30

the subscriber modem W@g
20

challenging (that’
the reasons upstr

at a Iow cy than
down

ol

n{

915

10

Attenuati

=

0

10°

i

od

@s very high.

250G (0.4 mm)
24-BING (5 mim)
ZEBNG (0B mm)

15-80VG (0.9 mm)

108

Freguency (Hz)
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Discrete Multi-Tone

A different modulation was chosen for ADSL to hel;@l

with the increasing attenuation at higher frequg@> =
Discrete MultiTone (DMT).

e DMT put many individual channels witBi % bandwidth.
Each channel was 4.3125KHz. Q

 QAM was used to modulate ga rier, with the number of

bits per baud dependent quality of that channel.

WA
ADSL Frequencies

PSTH Lpstream Downstream

@ N — — »
30 4 25 138 142 1104

Hz kHz kHz kHz kHz kHz
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Discrete Multi-Tone

e There are 25 channels (called “bins”) for the ug gmband )

224 for the downstream. 256 total, startin .
e The number of bits per baud per bin@@w from 2 to 15,

depending on the SNR for that bin
* Because of the higher atten tﬁi& higher frequencies, the

high numbered bins will cafig} few bits/baud - if any at all.
Yo

e DMT isals as Coded Orthogonal Frequency Division

Multiplexifig (COFDM).
@@3@@&
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ADSL

The bit rate performance of ADSL is limited by t%@g@%

the local loop.

The first ADSL, (G.992.1) called ADSL1 %P)rowded a
maximum downstream rate of 8Mbp a maximum
upstream rate of 896Kbps.

ADSL2 (G.992.3) offers vari mblnatlons of upstream
and downstream. Nor Imum downstream rate IS

about 12Mbps T Imum upstream rate is 3.5Mbps but
IS usually confi or less.
ADSL2+ ) takes the downstream rate to as high as

2MHz.

upstream IS the same as ADSL2. It achieves
@@ es by using more bandwidth, with the upper end
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ADSL

L]
b

 This chart shows how the three ADSL versions C@%%)fo
downstream performance by reach. @\@

@@@

DATA RATE (Mbps)

24

11

= RDSL2+ = ADSL
- ADSL2 RE-ADSL2

ADGLL+

1 3 5 7 9 11 13 15 17 19 21

LOOP LENGTH (kilofeet)
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Very High Rate Digital Subscriber Line (VDS

e The telephone companies wished to provide b
services to their subscribers, specifically t '
competition with the cable companies @ ition to

Internet access and telephony.

e HDSL was not fast enough a& was no need for
symmetric data rates. )

* ADSL was not fast ¢ Mg‘.,@‘ provide a good user television

experience. U\

 VDSL was oped to fill that niche.

e |tis signi tly limited in reach so it can be classified as a
hybri r/copper technology.
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VDSL

downstream and 6.4Mbps upstream, using y
division on the local loop.

It used DMT modulation and ba sé ut to 12MHz.

The original VDSL technology (G.993.1) su%@@%ps \
nc

It can be provisioned over a POTS service.

The follow-up technolo @ L2 (G.993.2) — can support
up to 100Mbps u5| |dth out to 30MHz.

But VDSL2 can @ erate at the highest speed on very
short loop s 500 meters.

Q %@@
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VDSL Rate and Reach PR

e The chart compares the rates and reach of VDSL, V@,
and ADSL2+ P\Y

F L]
Short range performance NN
aoh better than VDSL due to = VTEL (12 M)
J0MHz bandwidth smmnn  ADSLI= (2.2 Miz)

150 o

Mid-range performance
comparable to VDSL

1W-— —

Long range performance
comparable to ADSL2+

“

EEEEEEEEEEEEE . .\.,.'_.

g .
Reach 'm0 s00 00 1500 2000 £500 00D KL

Bi-direetienal {Upstream + Downstream) Met Bate £ Mblifs
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VDSL

e To provide VDSL services, the provider has to “sho@@

local loop. \\
* This is done by installing a Digital Subscri@@e Access
Multiplexer (DSLAM) in the neighborh

 The DSLAM provides a line card @mate POTS, plus a
VDSL modem and routing fu ?%%

e The connection to the ce
the broadband acces
the protocol.

2% I
. Q@ DSLAM Optical fiber TS Swiic

fice, to the Internet, and to
IS through fiber with SONET as

Broadband

% loop and SONET access point,
and Internet

Vo= VDSL Modems router.

@ Router
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VDSL

e The TELCO will run fiber from the Central Offi ) to the
Distribution Points (DP) or the Pedestals %@pending

* Here’s an example of the Telco loop plant topolo%@@

upon how many houses are served fro

e At the end of the fiber they will.i DSLAM.
CO

o XX NP

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 74



Feeder Cable

e And just as an aside, this is what the feeder cable t
to run between the Central Office and the Distr@n

Points. ,.

e This cable was replaced by optical fiber{
the DSLAM. -

e You can imagine what it must
have been like for the cr A
person who had to ¢

the proper Wire@ er at
A
the Dlstrlb t.
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DSLAM

e Here’s a picture of the DSLAM (on the right) that se

%m
neighborhood. %

[t will almost always be with a pedestal W|r%@@%hat used to
termlnate the cable bundle to the nelg iharhood
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G. fast

Work Is going on in the ITU under the name “G. fas.t@b%>
enhance VDSL to operate at higher rates, aIbm@Qﬁery short
distances.

G.fast will allow operation with up tczé@z of bandwidth
and across two “bonded” lines. E

Will use DMT and will oper @ gh as 1Gbps on short
loops. 200Mbps to 500|\/I more likely.

Targeted primaril ple dwelling units (apartment
buildings) wher@ can be brought into the basement,

then G.fas used over existing twisted pair to the

dwellin %@ ut can also be used to homes with “mini-
*on the pole

&Ied Fiber to the Distribution Point (FTTdp).

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 77



Fiber to the Home (FTTH)

e The local loop twisted pair is a bandwidth Iimil@@
transmission medium, and the modern D @ ems
communicate close to the limits of the :

e Optical fiber has significantly gr ndwidth. Why not
use “fiber to the home”?

— While the twisted paigé 2\

be laid. N @
— The compone@mtical communications are generally of
higher c or twisted pair.

‘eady in place, optical fiber has to

* But FT@eing used. Verizon’s FIOS is fiber to the home.

@@‘@%
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Passive Optical Network (PON)

e The general concept of a PON is that the fiber is (ﬁ%ﬂh a
passive splitter which directs a portion of th%@
multiple fibers.

e This is less expensive than running@( (or two) from a
network node to each subscrl

e Let's ook at how this work

égzgream

NNI
///
| &3} w\%&%bmstnbutlon Network Optlcal Network Units

l'"l

splitter i

Optl % Terminal UNI
X s m

Optical Access Network Terminal Equipment
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Passive Optical Network (PON)

* Downstream (DS) traffic is sent on 1490nm and ups

(US) traffic is sent on 1310nm. %

e DS traffic goes to all ONUs who throw awa;@glhat IS not
directed to them.

e US trafficis TDM. Each ONU is % Ime slot to send

traffic
* GPON rates are 2.488329?@)% and 1.24416Gbps up .

ONU-specific
packet

Downstream Upstream
OMNU-3 € 06'
miﬁm d
SSSSSS ﬂa
o L1 12] 3 L1 1213 mg m% ] —&b
Qé Variable length packet:
Variable length packets Q“ ‘ariable len packets

IEEE 802.3 format IEEE 802.3 format

~—
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Passive Optical Network

e For residential customers, the standard offerin @%
known as “triple play”: phone, Internet acce

television. &@

Passive Optical Network

. —==""Optical Line 25 G-PON passiv
; Terminal line rate splitter

O
L5
S &
ther .’ h——wm %%
network !
EE"H'IIEEE : !

Optical
< Telecommu nication Network up to 64

Backbone Networks Units customers
11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 81




Flavors of PON

* Alot of specifications for passive optical netwo @@@
been developed:

— APON - ATM PON @Q%Q
— BPON - Broadband PON - ITU-T G%@

— CPON - CDMA PON

_ EPON - Ethernet PON - IE% 3-2005 clauses 64 and 65
_ GPON - Gigabit PONQ@} G.984.x
— GEPON - GI rnet PON

— WPON - gth division multiplexing PON
e We’ re oing to look at GPON here.

@@
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GPON Specifications

e Maximum length of fiber from OLT to ONU is ZOkn@%
reach version can operate to 60km.

e Downstream traffic is sent on 1490nm a@ tream traffic Is
sent on 1310nm over single-mode fi @

e GPON rates are 2.48832Gbps d 1.24416Gbps up.
Usually spoken of a 2.5Gb n and 1.25Gbps up.

* Downstream Is synchr . ldle characters are sent if no
data. A\

e Maximum fi %g IS 1:64
e Cancar % , data, and video encapsulated in GPON

Enc@> on Method (GEM).
@@
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Passive Optical Networks

e There are a number of functions in passive optic@@%orks

— Auto discovery. %@

— Timing for upstream transmission. Eac m the splitter is
of different length and thus has a di ropagation time.
— Security. All data goes to alku he data must be

encrypted in a secure fash@ at only the intended receiver

can see It. @
— Dynamic ban%@gﬂ cation upstream.
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Autodiscovery

e Every so often, the OLT will send out a “Se{%@ ber

Request” message.
e Unregistered ONUs will use a rando@ period to
respond with their 64bit serial

e OLT sends a1 octet ONU I@t e ONU.

e Ranging is performe@@@ermine round trip time and laser
power level. A\

* ONU enter rational state.
%{@g
@@Q
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Timing for Upstream Transmission

In normal operation, the ONUs will receive a @@ap”
which allocates time for them to trans t

But each ONU will be on a different I@ |ber so the
round trip time (RTT) must be ed

During autodiscovery, the the ONU will perform a
handshake which will determlnatlon of the RTT.
The OLT will use t when providing grants for that
ONU to trans ream.
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Security

oV
negotiate

» During autodiscovery, the OLT and th %?II
an encryption key for AES-128 encr

e The negotiation Is secure, simi@w tps key negotiation in
the world wide web. Q

Y
&
o
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Dynamic Bandwidth Allocation

e The OLT sends frames to each ONU, even %ﬂ%@% no data to
send to it. The frame contains the tlm mation for
the ONU to send data upstream.

 The ONU maintains different b@%@or different kinds of
data (which have different @It es) and replies to the OLT
with information abou atus of the buffers.

e The OLT will usg@@% a to modify the time slot allocations
for the ONU.

Q %@@
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PON Challenges

e Passive optical networks face a number of challe@g@
e One question is what markets can PONs a .
— They have mostly been targeted at the @ lal market so far.

— The business market does not sge@@b a good opportunity.

* PONSs are a shared medium a any businesses will not be
happy with service tha%@ based on the use of other

subscribers. Q@
. Reasonablg%%@ Inesses generate and use a lot of data

which m a PON may not be able to serve many
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PON Challenges

e Next is cost for residential service. Laying fiber to tk@@w
expensive and competition limits the prices that 0@b charg
to the subscriber.

— The telephone company uses FTTN (nel od), which only

required laying fiber to the DSLAM - wer cost than laying
fiber to every house. @

— The cable company similarly ad to lay fiber to nodes in their

network.
— Both the telepho ny and the cable company were able to
use cables t Mt were already depreciated.
= Venzo s FiOS, has announced that they have halted
exp he service.
e Ah er/copper approach could be used with G.fast over

@ per. Requires fiber very close to the house and access
the copper,
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PON Challenges

* Another question is
whether the additional
bandwidth available
with fiber Is needed for | ,
triple play to the home. "

e VDSL and cable =
systems may provide e
sufficient bandwidth 0y —————= =

e Y
VDsL2 ‘

ADSL2+

Cable Modem
& ;:
Dial-up
Upstream 150 100 25 20 10 505 10 15 20 25 100 150 Downstream

Mbl:ls _——

N
Consumer’s BandWidth Requirements Met by FTTH

Web Surfing

—~

GPON are premium for ALL Video Conferencing, Premises Surveillance

services!!

SDTV vOD, Telecommuting
File Sharing, Home Video Sharing/Streaming
Real Time SDTV, Network PYR
Multi-Flayer Gaming, Interactive Distance Learning

Premises Web Hosting

Telernedicine
Large File Sharing
HOTV WVOD

Mext Hosted Applications & Storage

{per sub)
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PON Challenges

* The next challenge is the changing taste of su ers

— Many subscribers have given up their Iand avor of
cellular phones.

— Many are also opting out of stan V|S|on services in favor
of access to video through t et.
* People wantto see w ant, when they want to see it, not

when the prowder ' to them. This is similar to what
happened ums.
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Hybrid Fiber/Coax (the cable company) |4

@@@%

Cable systems began when someone put up TV ant@
on a good site, amplified the signals, and prov@h
signals to subscribers via coax for a fee. %

&\\T V (CATV

The original name was Community An

Original systems were all analc%@ne way.

Difficult to manage.
— Signal level had to b%}é\@m the home or the TV picture had

lots of “snow”.
— The analog a XS amplified noise as well as the TV signal.

But thi& as better than what people could get using
their o
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An Early CATV System

e Early systems simply took signals from the air via
TV antennas, amplified them, and distributed t@@gnals to
subscribers.

 Signal power management was a majo
— Subscribers close to the ampll @get too strong a signal.

— Subscribers far from the a ould get too weak a signal
and snow.
— Attenuators had to @ on some
houses in ordé%@e strong enough
signal to r'house
@
Uiy v - i
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Early Analog Cable Systems

In the US, the frequency allocations for TV were:
— Channels 2 - 6, 54MHz to 88MHz.
— FM stations — 88.1MHz to 107.9MHz @ﬁ%
— Channels 7 - 13, 174MHz to 215MHz. @

— UHF channels were from abou 0 890MHz but cable
systems normally only went t9.962MHz so any channels above that
’@f;‘ slots. UHF channels were sparse.

TV sets could receivethe channels, exactly the same as If

received o@ ir.
This ﬁ Invitation to theft of cable service because no

wa
spec&@uipment was required to view the channels.

@@
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Early Analog Cable Systems

e The cable companies - also known as Multiple Sys@@
Operators (MSO) — offered levels of service, wit um
channels (e.g., HBO) being an extra charge.

* Problem: How to prevent non-premiun@ cribers from
getting the channels.

— Originally, they installed not h%@gan the line serving the non-
premium subscribers to blt%;bose channels. People soon

learned what was mgf ne and would remove the filters. The

cable operato@@ay of knowing the filters had been
removed.
— Later, @mbled the premium channels and required the
subsenber to have a set top box (STB) to decode the premium
@} Is. Third parties offered descramblers which would allow
@@ ing premium channels.
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Hybrid Fiber Coax

e Qver time, operators added additional channels deliviﬁﬁ
satellite to their head end. These channels were Igher
In frequency (generally) than the standard ch

* Required a Set Top Box (STB) to translat eqguency to a
standard channel (usually channel 2 oK3).

e Sothe TV was left on
Chan 2 or 3 and channel

selection was done on
the STB. \& . '

peed modem.

§
e System was stilkall iﬂﬁ
analog and ay.
e Payp @ as ordered "
q @@' =
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The Big Upgrade

* By the early 1990s cable operators recognized heir

systems needed to be upgraded to two wag%

— Allowed easy ordering of Pay Per View .

— Set top boxes could be remote@d, enabled for

additional services, and mom}%
>

* As part of the upgrade pstoperators also upgraded the

system to 750MHz or .
— Amplifiers an
* Fiber re<|c>)l nk coax cables.
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Example of Upgraded 2-way CATV

 This figure contrasts the original coaxial distribu@%stem
with the upgraded fiber/coax system. %Q
a ﬁi\

Traditional Coaxial
Architecture Hybrid Fiber/Coaxial
Architecture

.......

. ':: -.t & y '-; IF.LI:r b .'l .if:
B 1 i % Feeder o
- —4- : %, Network T
| N . Distribution Network
..'1-"‘ L
" Distribution Network ™™ gy s
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Upgraded Systems

began transmitting television channels in di mat. The
only way those channels could be recei@a&: with an STB.
TV was encoded in MPEG while was in MP-3.

%Rt e

For a while, they continued t basic channels in
;-é;‘"@ ho did not use STBs could

Along with the facility upgrades, the cable op%@%%)
r

analog form so that custo

\ C
Digital was @bndwidth efficient which allowed the MSOs
to either% ore channels, or to use the bandwidth to
provis;%ﬁx phony and Internet access.

@@@
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Upgraded Systems

e The conversion to digital essentially ehmma@;@ acy of
cable service.

e The signals could not be (easily) de Wlthout an STB.
e The two way system aIIowed\I@% recognize STBs and
authorlze them.
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Data over Cable

e Once the Internet took off, the cable system oper o%
recognized that they could provide Internet a% Cross

their systems.

e The formed a group that produced t Over Cable

Service Interface Specification@) which defined
cable modem operation.

e DOCSIS has gone thr &/eral Iterations:

— DOCSIS 1.0, re 97.
— DOCSIS 1. &ed 1999,
— DOCSI %eleased 2001.
— .0, released 2006.

@@Qﬁs 3.1, released 2013.
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DOCSIS

co®

For DOCSIS 1.0 and 1.1, the upstream bandwic@%ﬁﬁtions

can go from 200KHz to 3200KHz, using QPS% QAM.

Rates are from about 400Kbps to 13M %ﬁ

Downstream bandwidth allocations It over 6MHz,
of 3

using 64QAM or 256QAM, givi@ 6 and 43Mbps.
DOCSIS 2.0 increased the \ e upstream bandwidth to

D, S |
ved n X (200 — 6400KHz) concatenated

DOCSIS 3.0 allowe

blocks of idth, giving a max rate of n x 36Mbps.

Dowg%%% can be n x 6MHz channels giving a max rate of
pS.
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Basic DOCSIS Modem Operation

e When the cable modem (CM) is turned on, it us
channel to register itself to the CMTS cable @
termination system).

e The CM and the CMTS will negotiate @)ﬁ% ryption key for
data sent to and from that mo

 After that, the upstream is The CMTS will send a
frame to discover whi ave data to be sent. It will

also contain a magdi Ing when the CM can reply.
' %rovide a MAP frame which provides

e The CMTS wil
time slot or when each CM can send data.
. V0|ce atically granted a slot every 10 to 20ms until
t e@ends
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Future of Hybrid Fiber/Coax

i
R\

e DOCSIS 3.1 offers the ability to put mu %r rates

across the system, using OFDM tec Y.
e As fiber is brought closer to }%@e the coax to the home
has the ability to handle th =,%;\ es much better than
(3

twisted pair — and it’s aligady there!

e The cable comp /
very high Interpetiac

company SL or passive optical networks.

o
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Ethernet

We need to look at Ethernet at this time because its f@
be carried by many of the systems we will examingdater.

The description offered here will not go into %@ details of
the system but will only offer an overV|

We’ll examine Ethernet in pieces
— The Media Access Control ( @col We’'ll look at CSMA-CD
even though it’s not used thernet but is used in other

applications.

— The Ethernet fr x@

— The phya%%&\k9 m. We’'ll mostly look at twisted pair (e.g., Cat-5
cable

WARN@ hernet transmits octets Least Significant Bit
t. This is counterintuitive and can cause problems in

@ﬁ etation of the data actually transmitted.

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 106



Ethernet

™
e Ethernet is a Layer 2 protocol. It does not %@ﬁ
delivery of any packets sent to it for d \é@
* If errors are detected in received fra@he frames are
discarded without notice to anygher level protocols.

 |f frames cannot be sent be e of congestion or other
reasons, the frames wi Iscarded without notice to

higher level pro@

e Ethernetis a “beStefforts” system.
\\

%{‘@

@@Q
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Ethernet - CSMA-CD

 Originally, Ethernet was designed to share a transrf@

channel. (multiple access)

» A station would listen (carrier sense) to se @Qre was
activity on the channel, and if not, wo smlt

e While transmitting, the sendm%é>h ould listen to

determine if a collision occu other station was
transmitting at the same colli 5|on detect)

\gﬁ g{g‘ﬁ® ﬁg

At the same
time, dala is
sent from this
workstation
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Ethernet - CSMA-CD

(U

.

« Ifa collision occurred, the station would send thesamming
signal to make sure the other station knew of:thé collision.

e Then wait a random time period (the b%@% Ime) and go

through the process again.
. %@%E
\ 2 99 U9
@ At the same >

time, data is
sent from this
workstation
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Ethernet Frame

e We’re only going to look at the 802.3 frame. %
e The preamble is 7 octets of 1010 1010 (altern @and 0s).
* Then a Start Frame Delimiter of 1010 10146,

e Next iIs the Destination and Sourc dresses, each 48
bits long (6 octets). @

1518 h;rla maximum standard frame size

8 bytes
G bytes 6 bytes 2 byles 46 - 1500 bytes 4 byles

Type / Data / Payload

Langth

nfbe BRAFT Tramee dalirmeted
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MAC Addresses

* Ethernet MAC addresses are globally unique. That is @@y
Ethernet Network Interface Controller (NIC) has a u

address.
* With 48 bits, we can have over 280 trillion @sses Each
e Organizational

vendor Is assigned a 24 bit address,
Unigue Identifier (OUI), which be the first 24 bits in the
address. The last 24 bits are entially assigned by the

vendor. So each vendo nufacture over 16 million units
before asking for an @ al OlU.
e Afew addresse erved

— All 1s | |s ast address.
— If th Ificant bit in the first octet is a 1, the address IS a

t address (This will be the first bit transmitted of the first
et’of the address.)

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 111



Ethernet Frame

e The length field is used two ways: %
— To indicates the number of data octets (incIuW@ﬁn the
data field. If less than 46 the data must be p 0 make 46.
The maximum size is 1500. e
— If the value of the length field is 0x0 reater, the field is

being used to indicate the praot g carried, and the
protocol will indicate the I@ ome common protocol
indicators are 0x080 , 0x0806 for ARP, 0x86DD for
IPV6. PX ¢

1518 byle maximum standard frame size |

B bytes 6 bytes 2 bytes 46 - 1500 bytes 4 bytes
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Ethernet Frame

e A guestion arises when the “Type/Length” field Is u@
Indicate the protocol carried. “How do you find t@
the frame?”

e For 100BASE-TX, a special delimiter is §}®%101 00111 -
after the Frame Check Sequence ote that this is two
5 bit characters. 100 BASE-TX %@ts nibbles to 5 bit
characters using a techniq lled 4B5B which we'll

discuss later. All of th ersions have a similar End of
Stream Delimiter (ES xcept 10BASE-T).

1518 byle maximum standard frame size |

B bytes 6 bytes 2 bytes 46 - 1500 bytes 4 bytes

Framea Chack
Data / Payload Sequence
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Ethernet Frame

e The data field can be anywhere from 46 octets to 150%19% \

octets. Ifitis not at least 46 octets (making the

frame 64 octets), the field is padded to make @ ctets.

e The last field is the Frame Check Sequ
CRC.

|ch IS a 32 bit

e Just FYI, the idle character |x?§& five 1s — sent
continuously when there’s | a to be sent.

1518 h;rla ma:-'.lrn um standard frame size

I

8 bytes

6 bytes 6 bytes 2 bytes 46 - 1500 bytes

e Data / Paylo

Length

| Bvia siar Tramse dalifmeles
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Media Access Control Protocol

e Today, Ethernet operates as a star topology an @%
are almost always full duplex.

e The user’s computer connects to an E@& switch which
I

has buffer memory and function § @ Ike a router.

Star Topology

Computer Computer Computer Computer Computer Computer
O W O
L _Etg =L T 1]

24-port LAN Switch

| | | . | | |

O O O W
@cnmpm Computer Computer Computer Computer Computer Computer Computer
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Ethernet Switch

e The switch “learns” the network by observing the s
address field of the frames.

— That is, It watches frames and remembers th addresses.
When a frame comes to it with that addr e destination
address, it sends the frame out on th ort.

— If it does not have the address,ﬁ%@s a received frame out on all
ports. PN

Star Topology
Computer Computer Computer Computer Computer Computer

R R mEW

24-port LAN Switch

| | | | | |
CM O W R W W W W

Computer Computer Computer Computer Computer Computer Computer Computer
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Ethernet Switch

* Note that different connections to a switch may be d
speeds.

— A user may have an Ethernet card that only s &@ 10Mbps.
— A cable may have a problem causing a l Il back to a lower

speed.
 This means that the switch m %%r each frame before
transmitting it.

Star Topology

Computer Computer Computer Computer Computer Computer
- O B e
| |

24-port LAN Switch

| | |
.y Ny

@!lll!!

Computer Computer Computer Computer Computer Computer Computer Computer
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Media Access Control Protocol

* The description of the Ethernet switch | gave
question: It's very good that one Ethernet @ an contact
another, but we don’t route on Ethern ddresses — we

route on IP addresses. How do om an IP address to
an Ethernet address so we an a connection?
e The answer is ARP (Addres§’Resolution Protocol). When we

discuss TCP/IP we'll loek at

see how the hi
Ethernet a ses to make connections.
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Ethernet Physical Media

* The description of the media is somewhat wg}zed but
has changed over time.

e First comes the rate, such as 10, etc
e Then the word BASE meanl band signal.

e Then a hyphen.

* Next, there’s several s T means twisted pair, X means
that block codi as 4B5B) is used, F is fiber. In the
higher spe eans copper. The standards body sort of

Jump%% |n this area.
@@@
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Ethernet Twisted Pair

* All of the specifications for twisted pair for Ether@gi}%m \
maximum lengths of 100 meters.

e This is broken into 90 meters for the rw meters for

the connection to the PC.

e The 100 meters is a limit for tvv@@ ns:
— In half-duplex operation,@ﬁc sary for proper operation of
the CSMA-CD (sign tion time).
— The encoding a r'into the line is specified for the

maximum | OOmeters.
* Forfull-g Qb%peration you could go more than 100meters
by usi er grade cable.

@@Q
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10BASE-T

e Uses two twisted pair, one Tx and one RX, at Cate@g@a
(telephone wire). %@
* Maximum length of 100meters. @%

e Uses Manchester encoding, same he coax version of
Ethernet. 0 is high-to-low transigfen-and 1 is low-to-high.
Note: No scrambler or bl%%coding IS needed because of
the Manchester enco

e Bandwidth is ZWcause of the Manchester encoding.
e Very simil ration on the coax “Ethernet”.
e Was origi defined only for half-duplex operation but

mc@ ors added full-duplex later.
O
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Manchester Coding

Manchester coding is a type of phase encoding. @
Each bit has at least one transition, and it is D nced.
A Manchester code insures frequent line v&nsitions
and thus provides good clocking.

@
But it takes a lot of bandwidth. @@
t%ﬁgh.

Note: 0 is high to low, 1 is lo

o

~A [

coce [ [[ITLTLIL L UL

Data

1 0 1 0 0 1 1 1 O 0 1

Manchester

(as per IEEE 802.3) —I ‘ | { U
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10BASE over Fiber

o)

e Several specifications developed %
— 10BASE-FL @@&
— 10BASE-FB
o)

— 10BASE-FP

e 10BASE-FL was perhaps ly version to get any
significant use. C

oD
— Full duplex op@gver two mulitmode fibers, 2km.
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4B5B Encoding

e Here’s the Ethernet
4B5B encoding table.
Note the high density of
1s in the output words.

L
¢
o

L
Input Output Other output words
word word
0000 11110 11111 Idle symbol
0001 01001 00100 Halt line symbol
0010 10100 11000 Start symbol
0011 10101 10001 Start symbol
0100 01010 01101 End symbol
0101 01011 00111 Reset symbol
0110 01110 11001 Set Symbol
0111 01111 00000 Invalid
1000 10010 00001 Invalid
1001 10011 00010 Invalid
1010 10110 00011 Invalid
1011 10111 00101 Invalid
1100 11010 00110 Invalid
1101 11011 01000 Invalid
1110 11100 01100 Invalid
1111 11101 10000 Invalid

11/12/2014
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100BASE over Fiber

e Several specifications for 100BASE over fib%@
developed: ﬁ
— 100BASE-FX - up to 2Km over 2 m@% fibers, 1310nm.

— 100BASE-SX — Similar to FX, W Onm. Industry standard,
not IEEE standard. X

— 100BASE-BX - Full @%@er one single-mode fiber, one side
transmitting at § d the other at 1550nm. Up to 40Km.

— 100BASE- single-mode fibers, 1310nm, 10Km.
* Allusedt encoding for 1s density.

o
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1000BASE-T

e Uses four twisted pair of Cat 5 or better (Cat-5e
recommended), full duplex, using echo and
cancellation. Each palrcommunlcates fuII duplex.
e Maximum length of 100meters.

e Frame is scrambled prior to &%&smn for 1s density,
dlfferent scrambler for mas nd slave. Master/slave is

A
. Bandwdth% IHz, since it takes two symbols to make a

AI@@D 8 state trellis code for error correction.
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MLT-3 and PAM-5

e Here’s an example of the line coding for 1008A%§%nd
1000BASE-T. MLT-3 and PAM-5 signaling. %@

N

_—
N — i — — - — —

1V
MLT3 Symbols
i oV
: 100 BASE TX
i 1 -1V
! !
i I
! !
I i
! ! 1000 BASE T
00 | +1V
! PAM 5 Symbols
01 +05V
oV
10 05V

|
C 11 . i RRY
" ns =
@ -
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Bandwidth and ACR of Cat-5e

Limits (dB})

ACRN= attenuation
to crosstalk ratio,

N

near end

Note that the attenuation and NEXT cross close to 12@

There 1s more than NEXT that affects the bandwi the
actual bandwidth is less than shown.

ACRN Is the difference, in dB, between /&Jaﬂon and NEXT.
Note that it is zero where they cros:

ACRN-Cat 5e Chann

0
50

50 v

30

20

= [nsertion Loss
==+ NEXT Loss

L]
)
40 % L
e
% ——
—
“u‘*
-n---.-....,_‘__--_

——
—
 —————
————

-
_____
-

L T

Frequency (MHz)



Category 6 cable

e Category 6 cable gives a slight improvement u@muaﬂon
but a significant gain in NEXT. This provi dwidth of

about 200MHz. A%B@

ACRN-Cat 6 Channel

20 L = [nsertion Loss
L —=—- NEXT Loss
B0 _?,‘ ..... ACEN

50 % S

40 -

-
“h“—
‘h
——
—
I--""l---__._._l
—— ——
———

Limits {dB}

30 -

20 -

-
LT
-
L
-
-

_____

Frequency (MHz)
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1000BASE over Fiber

A significant number of standards were developed %
1000BASE operation over fiber. All use 88108& .

— 1000BASE-SX — Full duplex over two multin@
to 860nm, 550meters. @

— 1000BASE-LX - Full duplex ov t@@gle mode fibers,
1,270nm-1,355nm, 10Km. %

— 1000BASE-LX10 — Similate-LX but up to 10km.

— 1000BASE-EX —§i

ers, 770nm

LXlO but will go 40km. Industry

standard. @i\
— 1000BASE ‘“«,., — Full duplex over one single-mode fiber,
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10GBASE-T

Uses four twisted pair of Cat 6 (screened to 50&%
better, full duplex, using echo and NEXT/F ncellation.
Each pair communicates 2.5Gbps, full @

Maximum length of 100meters. _ €%
Frame is scrambled prior to t;%%ﬁa%sion for 1s density.

Uses 16 level PAM at 800Mbaud.

Bandwidth is 400 @ke It takes two symbols to make
one Hz. x

Uses a LD@@ﬂe for error correction plus some complex
conste mapping.

. GQ@ BER of 1012 at 100m.
@@
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10GBASE over Fiber

* Asignificant number of standards were develo
10GBASE operation over fiber (all are full-

— 10GBASE-SR - Multimode, 850nm, 40 .
— 10GBASE-LR - Single-mode, 1 @Okm.
— 10GBASE-ER - Single-mo %@nm 40km.
— 10GBASE-ZR - Smg@ 1550nm 80km, industry standard.
— 10GBASE-LRM ode, 1310nm, 220m.

— lOGBASE gle -mode, 1270 nm/1577 nm, 20km, for
passw networks (GPON).

o
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Networks and Protocols
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Networks and Protocols

e We've looked at most of the building blocks and n
time to begin looking at how data is transported ork :

e There are basically two ways to connect |cat|ng
devices: (1) With dedicated communl Ines, or (
switching/routing.

e Early networks used dedicate Example Automated
Teller Machines were con % tot he bank’s computer
over dedicated Ieased@%ne lines, with modems on
each end. The%&@@ ks are expensive and wasteful.

. Swﬂched/rou works make better use of
ns bandwidth but require more “intelligence”

In th OrK.
. ﬁggetworks use the concept of fixed circuits but
@ ment them through switching.
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A Taxonomy of Network Communicationg

e Networks can be classified by how they exchange @
information. A\

Communication @@

_— i%@(@\

Switched Broadcast

Communication @@ Communication
Network % Network

%
Circuit-Switched % ket-Switched

Communic@io % Communication
Network

Netwo%\ /\
@@ % Datagram  Virtual Circuit Network

Network

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 135



Broadcast vs Switched

* On broadcast networks, the information sent node
goes to every other node.

S
— Example: Ethernet. @@%

e The problem for broadcast ne%@@to manage access to
the transmission medium.

e On switched networkg%@ation IS only sent to the
selected nodes. o @
— Example: e@one system.

 The proobl switched networks is routing to the
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Circuit Switching

* We looked at circuit switching when we covered v
communications so | won’t spend any time on

Communication @@

_— i%@(@\

Switched Broadcast

Communication @@ Communication
Network % Network

%
Circuit-Switched % ket-Switched

Communic:gio % Communication
Network

Netwo%\ ‘/\
@@ % Datagram Virtual Circuit

Network Network
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Packet Switching

e With packet switching, packets are received, queu
forwarded. Referred to as “Store and Forward@@

Communication @@ﬁ%

/ i%@(@\

Switched Broadcast

Communication @@ Communication
Network % Network

%
Circuit-Switched % ket-Switched

Communic@io % Communication
Network

Netwo%\ ‘/\
@@ % Datagram Virtual Circuit

Network Network
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Datagram Network

* |n adatagram network (such as the Internet), each
Independently forwarded. No pre-reservation

or route. &
Communication @@ﬁ

/ i%@(@\

width

Switched Broadcast

Communication @@ Communication
Network % Network

%
Circuit-Switched % ket-Switched

Communic@io % Communication
Network

Netwo%\ ‘/\
@@ % Datagram Virtual Circuit

Network Network
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Virtual Circuit Network

* |navirtual circuit network, a path is pre-chosen an

packets follow that path and arrive in order. ude
reservation of resources. A hybrid of circg@'& ching and

packet switching. Communication @
/ Ne;woék ®\
Switched X Broadcast

Communication @@ Communication
Network % Network

%
Circuit-Switched %ﬁ ket-Switched

Comm“”'c%'o@ CO”&,rQ{‘VCéiit'O” Major advantage of virtual circuit
etwo(ﬁ\ /\ over circuit switching is that VC

/ can take advantage of statistical
@@Q Datagram Virtual Circuit multiplexing.

Network Network

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 140



Frame Relay

&

11/12/2014

The first network we’ll look at is Frame Relay, @@ﬁ%

circuit netwo

In the late 60s and early 70s it becam
for transporting data was need
were becoming common an

from async TTY type ter é

Since the traffic was
delivery — there’

%@

rk. %
%us that a system
sharing computers

ere accessing them

, the network had to guarantee
or checking or re-transmission in
had to operate up to Layer 4.

async. Th%%9
At that@ mmunication links were slow. Many were

m links and a 56Kbps line was considered high
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X.25

e The ITU responded by defining the X.25 network %gtéim%
e X.25implemented all the way to Layer 4 in e%@ de. It

acknowledged packets across each;@d@l d not forward
packets until they were received cor, .

— Added a lot of complexity and Q&ﬁ g to the network.

— End-to-end transmission w on because of this processing.

e A number of networks&@@lmplemented using X.25:

— Telnet, Tymn N Serve, Euronet, and several others
e While X.25 d for async traffic, users who had higher
level pro . such as IBM’s SDLC, wanted a faster

netw@&/
-@3@1 er was Frame Relay.
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Frame Relay

* Frame Relay was specifically designed to operate o@i@
digital links which had good BER.

|t was designed as a replacement for Iease%@
— Permanent virtual circuits (PVC).

— But provided for sharing of bandwi cause multiple users
could be allocated PVCs ov <%%me physical line.

e A layer 2 protocol — no erp@rrecovery. End points
implemented a layer ;\f‘ '

e Some protocal

— IBM's S Qg\\ﬁ
O
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Frame Relay Frame

e Basically, an HDLC frame. The flag is 0111 1110%
e Zero bit insertion is used to prevent strlngs nger than
 The FCSis a 16 bit CRC.

e A frame may not exceed 8192 octe een flags, but the
standards recommend 1600 o
A/}@\@
Field length
in bits a 16 Yariakble 16 a
Flags Address Data FCo Flags

11 2 3 4 5 B ¥ @& 9101112131415181

q OLCl =z | =
(I
DLCI (high order)  [CRIEA| o T | i DE |E&

@@
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Frame Relay Frame

e Looking into the 16 bit address field, we find a n@
fields as shown below. The meaning of the fj Il be

explored in the next few slides. E @ﬁ
C/R: Command/response BECN: Backward explicit congestion notification
EA: Extended address DE: Discard eligibility

FECN: Forward explicit congestion notification ~ DLCI: Data link connection identifier

Flag Information | FCS Flag
DLCI DLCI FECN|BECN| DE | EA
6 bits 1 bit 1 bit 4 bits | bit 1bit 1 bit 1 bit
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Frame Relay Address Fields

* The Data Link Connector Identifier (DLCI) identif] g@@
virtual connection. While it's shown as a 10,biffield, larger
fields are possible, called extended DLC .

e Forthe 10 bit field, 1024 addresses ssible (0 to 1023).

— Addresses 0 to 15 and 1008 t@ re reserved, leaving 16 to
1007 (992 addresses) for senvice providers to assign.

e We’'ll examine how th IS used to route traffic later.

 The Command/We (C/R) bit is not currently defined.
e The Exten% ess (EA) bits indicate if a longer DLCI is

being rrent implementations only use the 10 bit
DLCLC

@@@
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Frame Relay Address Fields

* The Forward Explicit Congestion Notification ) and the
) bits are

ay switches

— Allows devices upstream to

— Allows devices downst take action which might slow
down traffic. Fore . higher level protocols might slow
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Routing in a Frame Relay Network

* ADLCI defines a virtual circuit from the user to the @%B
e Multiple virtual circuits can share the same ph line.

— So if a company wants to have connecti ee different
sites, only one physical line, such as , IS needed.

Three different DLCIs will be u %
* DLClIs only have local signifi e from the user to the
network. Once the frame o the first Frame Relay
switch, the DLCI Wﬂ|@ nged for the next leg of the
circuit.
e Whena cu&t@@r contracts with a provider for a Frame
i f» e provider defines the path that the circuit

will take through the network and causes routing tables to
In the appropriate switches.
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Routing in a Frame Relay Network

* Here are example routing tables for routing DLCI 3194
User 1 to User 2. Q

e User 1 sends a frame to switch A with DLCI @

e Router A looks in it’s table and sees th rame should

be sent out on port 1 wit | 432.
VC | Port | VC | Port

DLCI: 121

319

432

VC

VC

432

119

VC

119

579

vC

vC

DLCI: 319

Port

579

121 | 1 P. Michael Henderson, mike@michael-henderson.us copyright 2014 149




Routing in a Frame Relay Network

* Switch B then receives the frame with DLCI 432 and;senc
It out on port 1 with DLCI =119

e Switch C receives the frame, does a lookup nds it out
on port 3 with DLCI = 579, é@&
Ry
VC | Port | VC | Port DLCI: 121

319 | O 432 1

VC | Port | VC | Port
432 | 3 19 1

VC
19 | 4 579 | 3

DLCI: 319

VC | Port | VC | Port
579 | 0 121 |1 P. Michael Henderson, mike@michael-henderson.us copyright 2014 150




frame out on port 1 with DLCI = 121.

e User 2 knows that frames received with DL @@Q are for
the circuit between User 1 and itself. é@

319 | 0 432 |1

VC | Port | VC | Port
432 | 3 19 1

VC
19 | 4 579 | 3

DLCI: 319

VC | Port | VC | Port
579 | 0 121 |1 P. Michael Henderson, mike@michael-henderson.us copyright 2014 151




Routing in a Frame Relay Network

* Note that it might be quicker to send the frames fro@ N\
Switch B to Switch D but the route is what the gr Id

defined and all frames between User 1 and 1l take

the same route. é@
O

319 | 0 432 | 1

VC | Port | VC | Port
432 | 3 19 1

VC
19 | 4 579 | 3

DLCI: 319

VC | Port | VC | Port
579 | 0 121 |1 P. Michael Henderson, mike@michael-henderson.us copyright 2014 152




Problems with Frame Relay

e Frame relay was successful for what it was designe@l
to be a replacement for leased lines. But it has@ai

limitations: %%

— Since it supports fairly long frames, it d support “time

sensitive” traffic, such as voice, ver A queued up long
frame may delay a voice frame; will cause |jitter in the
voice traffic. &

— While switched virtuaﬁ@s were defined for frame relay, they
were mostly n @ mented. Rather than modify frame
relay networks, ecision was made to develop a new system
— As;gn \ous Transfer Mode (ATM).

— Prayitl ‘g‘u anted a network that could carry all of their traffic:

ite, data and video. Frame relay could not do that. Enter

.}'Pu @-
L))
o
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Asynchronous Transfer Mode (ATM)

 ATM was developed over a number of years but the@
“standard” was adopted in 1995 (1.361, reV|sed

* The goal was to develop a network that w grate
voice and data communications. Rem , back then,
voice was still the majority of thét@@m the network.

e Probably because of the pre nce of voice traffic, the

designers came up with that had many similarities
to the existing voice

— The system IS ased. Traffic flows through permanent
virtual cir ) or switched virtual circuits (SVC).

— The as optlmlzed for carriage of voice: to provide low
low |itter to voice traffic. That's the primary reason

@ smaII cell size.
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Synchronous and Asynchronous Muxing g%

e In TDM circuits, such as a T1 circuit, multiple chan
multiplex on the circuit. \\

e Each channel is allocated a dedicated tlme@@nd that time
slot is used “synchronously”. The re an extract a
channel by knowing the time s

* In ATM, each channel is not i%ted a dedicated time slot.

The traffic is put |nto slog@@ eeded. The slots are used

“asynchronously

e Since the data e |dent|f|ed by a specific slot, it must
carry infor header to identify it so that it can be
routed celver and so the receiver can extract each
cha

@@ a form of statistical multiplexing.
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The ATM Cell

e Atthe time ATM was defined, a high link speed %
155mbps over fiber (OC-3). And many links @

slower: DS3 (45Mbps), and DS1 (1.544 I@g
* Any large frame (as in frame relay tie up the line for a
significant time while it was bey% smitted.

e The designers of ATM, ther@g ecided to use a relatively
small fixed length ceII

— The US wante ortlon to be 64 octets.
— Europe, espec rance, wanted 32 octets.
— The @I%d on 48 octets.

octet header gives us a 53 octet cell.
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ATM Cells

e Why a fixed size cell?

— Primarily to control jitter in voice traffic. If varia kets
were used, some voice packets would be dela %@ e large data

packets were transmitted.
— Would require buffering at the receiver@ommodate the jitter

and that would increase delay. n requires echo cancellers
on the line and increases “talkover®, making conversation awkward.
— Also makes it easier , to switch the traffic.

e Why sosmall a c

— Voice cells but have to wait for the cell being processes
to get gn e. Less waiting if the cell is small, means less
jl’['[

e IS high amount of overhead (header size to payload size).
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ATM Multiplexing

Connection A

Empty cell

>
Connection B l

il B
~ ) []

Synchronous data

v

Connection C

>
Asynchronous data
T ATM cell
Just FYI, empty cells have a Multiplexer
header of all Os in octets 1-3, and a with buffer
value of 0000 0001 in octet 4. The
HEC will be 0101 0010.
The payload is 48 octets of 0110 1010 Payload - 48 octets Header

&)
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ATM

e When transmitting cells, the ATM node will t%@ s, either
on a first-in, first-out, or priority basis @g hem into
slots on the line. %

* If there are not enough data cell§\€émpty cells are sent to
maintain synchronous communications.

 |[f there are too many utput to the line, some will be
dropped, accordi service level agreement with the
provider. This | d “policing” or usage parameter

control g%%

o
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ATM Cell Header

e Two formats, one for User-Network Interface (UNI) a

for Network-Network Interface (NNI). @
Ay
4 8 16 3 1 8  Dbits
GFC VPI VCI PT |CLP| HEC 5 octets
Header Payload - 48 octets

VPI VCI PT |CLP| HEC 5 octets
12 16 3 1 8 bits

UNI User-Network Interface NNI Network-Network Interface

GFC Generic Flow Control PT Payload Type

@ VP!l Virtual Path Identifier CLP Cell Loss Priority
VCI Virtual Channel Identifier HEC Header Error Control
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ATM Cell Header

GFC - Generic Flow Control (UNI only). This field is
used. It's never been defined.

VPI - Virtual Path Identifier. Identifies a é%@?h between

two ATM nodes.

VCI - Virtual Channel |dentifier. ws a virtual channel
between ATM nodes or withi :

PT - Payload Type. Ianeraﬂon and maintenance or
resource managemen ells with or without congestion.

CLP - Cell Loss . 0 = higher priority, 1 = lower priority.
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Finding the Start of an ATM Cell

Note that there’s no framing character in the ATM@ﬁﬁ?eade .
So how do we find the start of the cell. @

The receiver examines the incoming bit l@m bit by bit and
computes the CRC over 4 octets (32 @It then compares
the computed CRC to the next @@

If the CRC checks, the recei@o ks ahead 53 octets and

does the same computati the CRC checks for three cells,
the receiver assu sithas cell synchronization.

If not, the receb@FI ves one bit and goes through the
process a til it finds three consecutive cells that check.

L0OSS %gfgﬁ nc is declared if three consecutive cells do not
K.

Y
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Finding the Start of an ATM Cell

Supposed to be header

(apply HEC)
NO MATCH I
<= 40 bits
1010100010 - - - 0111100001 )0010101 ---10101010) —— >
Payload HEC Regt of Payload
the header
Supposed to be header
(apply HEC)
NO MATCH <= 40 bits
0100010 - 01111000010010101 10101010 —>
Payload Payload
N O N

Supposed to be header
(apply HEC)

I
MATCH ! 40 bits

0100010 - 0111100001 )0010101 ---1010101) ~—=>

1w Payload Payload

10

63



Finding the Start of an ATM Cell

To enter the synchronized state, three consecutive
must CRC check.

Not all networks use 3. Some could use a @1
Same for declaring loss of sync. Som

ade
Qr

umber.

orks may use a

number greater than 3 for non-C@@/@

3rd syccessful
HEC match

Jump 48 octets
and check again

o — gy,

Jump 48 octets
and check again

_—— e = = = = -

o,

2nd syccessful

This is a valid cell! HEC match
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UNI and NNI

e Note that the cell header has two formats: One for th
Network Interface (UNI) and one for the Network

Interface (NNI). &
e The UNIis used 3@%
by a subscriber
on the connection
to the network or
from a private
network to a R

ork

Private Network

Public ATM
Carrier Network

public network — /,/,:2(
e The NNIis N~ \ e I
rIVGQ ~ NN|
Wlthlﬂ% k or ATM switch \ /NNI | {\({:
wo public —IF :
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Virtual Channels and Virtual Paths

e ATM split the “address” of the cell into two fields, t)@tu
Path Identifier (VPI) and the Virtual Channel Id r (VCI).
Let’s discuss why they did that. &

* A virtual channel connection (VCC) is @cal end-to-end
connection from one end user t

A virtual channel connectio % e up of virtual channel
links (VCL), which are th ections between the nodes of

the ATM network.
e EachVCLIs ide@éggy a virtual channel identifier (VCI).

There will @ erent VCI for each of the VCLs (the VCI
will cha ery time the cell goes through a virtual
cha ch).

@@
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Virtual Channels and Virtual Paths

e A virtual path connection (VPC) is made up of

links (VPL), which are the connections bet
the ATM network.

e Each VPL is identified by a virtual entlfler
There will be a different VPI fg%h of the VPLs (the VPI will

change every time the cell
switch).

0 have more than 255 paths.

one user is un
e 12 bit%@O% paths, are used for the NNI.
o | ’ '

nb S, 16 bits are allocated to the VCI, giving 65,535
e channels.

e Only 8 bits are@to the VPI in the UNI because any

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014
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VC and VP Switches

* A virtual path switch only switches paths.
* A virtual channel switch only switches chanr;gb@

e The combined switch shown ATM switch
here shows how a path flows
through and gets a new VPI
but the VCls don’t change.

e The channels that flow
through the VC switch get

assigned to new paths —
— a
and receiv Vo223 0 VPI=33 o veie2

new VC VCI=454 O = OVCI=51
\ VCI=670 O p— VPI—'I_B O VCI=670

VCI=665 O \ O VCI=665
VP switch
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VC and VP Switches

e Here's a look at virtual channels that can be switch@@
through path switching only.

e From Site A to Site B, note that the VPI cha,g\@ut the VCIs
do not. Only the SITE A VYPI=76, VCI=19,26,39

path has been VCI=19,26,39

SWItChEd _ VPI=53, VCI=19,26,39 PGS
* FromSite Ato  veiso,

- - VCI=34,48 U

Site C, again, the S, = o v

VPlchangesat =~ .., e 53 76

every switch, B o "‘(

the VCIg

Same.

. VPlin | VPlout
e T kes for 77 3
itching. VPI=31,
VCI=34,48"  SITE B
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Service Categories

* ATM offers five different service categories. G@

— Constant Bit Rate (CBR) — priority 1. Gives a gu ed amountt
of bandwidth to a virtual channel. Basically ikeaT1or
DS3 circuit. Used for real time appllcat éﬁch as voice
channels.

— Real-time Variable Bit Rate @ priority 2. Provides support
for real-time applicationst e bursty in nature. An example

might be a voice codg@ plements silence suppression.
|

— Non-real-time V t rate (nrt-VBR) — priority 3. Used for real
time applicatio hich are more tolerant of network delays.

— AvalLa ate (ABR) — priority 4. Intended for real-time
<¥§§ which can tolerate some delay and cell loss.

cified Bit Rate (UBR) — priority 5. A best efforts service. No

@@%]arantees at all.
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Traffic Classes

e ATM traffic is divided into four classes, A, B, C, g@@?@%
shown in the figure.

e Characteristics of the classes are also shewtr.

C

11/12/2014

O

Traffic Class A Class B Class C Class D
Class
Timing relation
between source Required Mot required
and destination
Bit Rate CBR VBR
Connection ) _ .
Mode Connection-Oriented Connectionless
AAL Type AALT AALZ AAL3/4 or AALS
Example T-1, E-1 FPacket video, .
Application circuit emlation audio FR, X.25 IP, SMDS
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171



ATM Protocol Stack

e (Given the four traffic classes, we can now see the
protocol stack, and we will begin to examine the$&T

Adaption Layers (AAL) &
ob
A

/ Management Plane
Control
F'Ian/ User Plane
User Signalling | Classa Class B S ek Class O
Layer |& Control | Constant Bit | Variable Bit ﬁg:lﬁ:dm Connectionless
Rate Circuit | Rate Audia Sorvices Services for
Emulation Wideo for Drata Dl
AALT AALS AALIS AALS
Ix
=] Adaption Layer Convergence Sub-Layer
o :
z (Service Dependent)  Segmentation and Reassembly
L
E ATM Layer (Service Independent, Cell Formating) /
= -
= ) Transmission Convergence Sub-Layer
< Physical Layer . :
@ ¥ ¥ Fhysical Medium Sub-Layer
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ATM Adaption Layer

and N\

 The ATM Adaption Layer consists of the Segmen@
layer

Reassembly (SAR) layer and the Convergen
(CS).

e The function of the SAR Is to fragme@ eassemble
variable length packets into 4 d length cells. On
certain AAL types it will add.aone octet header, leaving 47

octets from the higher.| he five octet ATM headers are
added at the AT

* The Converg Iayer IS responsible for adding
headers (a llers in certain circumstances) that will
aIIow M{% ssemble the original bit stream from the PDUs

t from the SAR. This varies depending on the

@ AAL.
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ATM Adaption Layers (AAL)

The ATM Adaption Layer used for traffic does not
service category but certain AALs are generally u
certain service categories.

There are five AALs but only three see @ use — AAL1,
AAL2, and AALS.

AAL1 was designed for CBR t aﬁ%@peually for circuit
emulation to carry DS1 or EJ@\{

One octet Is taken fro octet Protocol Data Unit
(PDU) for the AAL;LQ;
AAL1 Header
- -
csl Seq. Count CRC Parity Payload
@ 1 hit 3 hits 3 hits 1 hit 47 bytes
@ %H Field SHP Field
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AAL1

* The first bit is the Convergence Sublayer Indicatg@r@
Basically, the CSI provides for clock synchron@

e The Sequence Count (Seg. Count) is a % counter to

detect missing or out of order cells.
e The CRC protects the CSI and @ ce Count fields.
e The parity bit is even parlty r'the previous 7 bits.

AAL1 Header
- -
Csl Seq. Count CRC Parity Payload
1 bit 3 hits 3 hits 1 hit 47 hytes
-4 -—u -
Q SN Field SNP Field
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AALZ

e AALZ2 s intended for variable bit rate (VBR) applic .
octet

* First, the CS breaks the VBR bit stream mto
Sublayer Data Units (SDU) and adds a ader 45
octet segments are used the most. Thi tion is called
the Common Part Sublayer (CPS),

<64

3 ~~. W

CPS PDU

;] | 1 |
oo
5 5 48
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AALZ

The CPS header is made up of four fields.

e The “channel” of CID is at the CS layer (multipl e
channels) and is different from the channel VCI.

The UUI allows data to be routed to diff@ users.
The Length value is one less t %@ yload length.
The HEC polynomial is x> +

& bits G bitz 5 bits 5 bits 54 octets

1 1 1 1 1 1 1 1 1 1 | | 1 1 1 1 1 \I
S|, LI w1 HEG CPS-INFO
N
CPS-Facket Header {CFS-PH) ChPS-FPacket Payload (CFS-FF)

CPS-Packet

CID Channel [dentifier (8 bits)

LI Length Indicator (6 bits)

UL User-to-User Indication (5 bits)
HEC Header Error Control (2 bits)
CPS-IMFO Information (1 .. 4564 octets)

LI=01implies payload of 1 E;
LI=44 implies payload of 45 B




AALZ

and the header, the packets are broken down
ATM cells.

* For each cell PDU, a one octet heade &ed, leaving 47

octets for the CPS packet. %@

<64

3‘ bl 3 # .‘h‘h‘, S 3 -
- - \ul' ”f h""-. -\.ml "___r

CPS PDU Pad

;] | 1 |
oo
5 48
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AALZ

e The PDU header is made up of three fields. @
hat

e The offset field (OSF) is necessary for the CPS
does not align with the start of a cell.

e Buta CP packet will never extend for r@% an 2 cells so
0

the Sequence Number (SN) will be rl.
e The parity bit is over the pre‘@ Its.
______ | |~E t}:tE L 1 bit 1 bit 0-47 octets
3 N N
|: Cell Header DR F CPS - PDU Payload FAD
I
—————— A\ \
Start Field i CPS-PDU Payload
CPS-PDU
OSF Offset Field (6 bits)
Sh Sequence Mumber (1 bit)
P Parity (1 bit)

- PAD Padding (0 to 47 octets)



AALS

e AALS5 is a stripped down CPS function primarily int@
support of protocols such as TCP/IP.

 Basically, it takes a frame of up to 65,535 0
eight octet trailer and then breaks the r
octet PDUSs.

A D

le— <6553 octets  ——>-!
L] ]

it o

@Qppends an
own into 48

Length CRC

CPCS-PDU User Data Pad Control
0-47 —»|«———— goctets
|-—m—+ B octt

==
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AALS

* The user data Is padded so that the total length is a rr@)

of 48 (so it will fit “evenly” into the ATM cell PDU@@

The Control field is 2 octets. The first is avail@ 0 the end
users to specify the protocol. The seco t Is not used.

le— <6553 octets  ——>-!
L]

CPCS-PDU User Data Pad Control Length CRC
0-47 —]«———— goctets
I‘_octEts_-I\ S

=)=

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014



AALS

* The Length field is two octets and is used to indicat@:@

length of the user data.

e The CRC s a 32 bit (4 octet) CRC (long pol%@$
the low order bit of the Payload Typedndicator (PTI) in the
ATM headerissetto 1. &

L]
le— <65536 octets  ——>-!
1 ]

CPCS-PDU User Data Pad Control Length CRC

"

octets

SAR-PDU

(

11/12.ATM




ATM Signaling

i calling station will provide the
address of the called station, in much the same manner that

e The ATM ad IS called the “ATM End Station Address”
or AESA? take a look at that now.
&

\}
@@@%
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ATM End Station Addressing (AESA)

All ATM switches and end stations must have a uni@
address for signaling. The overall address is 20@

The Prefix identifies the ATM switch the en%@@e IS

attached to. é}@

The ESI identifies the end system. the prefix, it must
unique, but better if it’s globall ue. If Ethernet is used

to connect to the ATM sw @(@ e Ethernet MAC Is a good
choice.

The Selector oc@@ vendor use, but is generally not
USEd OXOO %ﬁ 20 octets

( \% octets 6 octets 1 octet \\
ESI
Prefix (End System (ngctr)
@( \dentifier)
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AESA Prefix

* For private ATM networks, there are three formats foﬁ@

prefix. \\
e The Authority and Format Identifier (AFl) is e&@n to all
three. The AFl codes are defined in ITU  Table A.4.

1 octet 2 octets . 10 octets

* The DCC format is similar [, _ “pe o.Dop -
to the ICD format but the | 3o | "G | (HorOrder Domain SpecicPar) | Fomat

1 Country codes (in BCD) ified by ISO 3166
DCC IS a Country COde [F{}L:nexa:nupl:sUISnis mde?:lsﬂsd%i‘_:ll-l?eld F:;ﬂjustiﬂed
and padded by "F"
while the ICD can apgl@§1 octet 2 octets 10 octets
ICD
AFI . HO-DSP ICD AESA
l0a Company 47 C{ELEES;?;}””;L”) (High-Order Domain Specific Part) Format

°
Wlth the ICD The ICD is similar to the DCC but is
com pany 1 octet defined in 1SO 6523
HO-DSP E.164 Based

n e TM AF E.164 (High-Order Domain |  AESA Format
4 5 Specific Part)
( i i This addressing format combines the E.164 addressing

scheme (used in PSTN and N-ISDN) with the AESA.
The E.164 number is padded with leading zeros and by a

11/12/2014 P. Michael Henderson, mi trailing "F". For example +01(619)594-7898 would be
represented by: 000016195947398F



AESA Prefix

e The last format is E.164 based, which is essentlally a

telephone number format.
* Atelephone number is a maximum of 15 d%@@ ncoded In
BCD, it will take 7.5 octets. The last nibl ettoF. See

example beIOW the 1 octet 2 octets 10 octets
. AFI DCC HO-DSP DCC AESA
d Iag fam. 3 g {Dﬂtgg?j:;nw (High-Order Domain Specific Part) Format
1 Country codes (in BCD) as specified by IS0 3166
¢ If the number IS IeSS than (For example US is coded 840). Field left justified
_ . - and padded by "F"
15 digits, the number | % octet 2 octets 10 octets
. . . g . ICD )
rlght jUStlfl@d (WI AF (International High-Ord HDE DSSP ific P %
4 7 |Code Designator) (High-Order Domain Specific Part) ==
and padded é@g t
. . The ICD is similar to the DCC but is
with lead es. . defined in ISO 6523
- HO-DSP

[ E.164 Based

Publi WOrks use | Al E.164 (High-Order Domain |  AESA Format

4 5 Specific Part)
@ This addressing format combines the E.164 addressing
scheme (used in PSTN and N-ISDN) with the AESA.
The E.164 number is padded with leading zeros and by a
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Integrated Local Management IF (ILI\/II

* | mentioned earlier that the Prefix identifies the port
ATM switch serving the end stations. If the E. 164
used, the number has to be manually progr %% |nto the
port.

e But how do we get the proper addre the end station?
If this was TCP/IP, we'd used Dtﬁ%> ell, ATM has an
equivalent of DHCP, called | ated Local Management
Interface (ILMI). @

« When an end station i§:connected to the ATM port, it will ask

the ATM switchyforits 13 octet prefix.
e Upon rece' ' e prefix it will then send the full 20 octet

addre sting of the prefix, ESI and SEL, to the ATM

@g D witch can now route VCs to the end station.
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Setting up a Virtual Channel

e Once the AESA address Is established, a user at th
station can place a call across the network.

e Call setup requests are sent across the dedw%@) C, VPI=0,

VCI=5.
e |won’t go through the whole sequen@ here’s the short

form: %
— The user needs to know th%ﬁ of the called party.
— Arequest for connec ent to the ATM network.

— Using Dukstra% (or equivalent), a path is found
to the called station.

through tlg
— Thec %&% tion is sent a connection request.

— If the called party is connected, a response is sent
ki’and the calling party is connected.

Data transfer commences.
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Setting up a Virtual Channel

&

During the call setup, the QoS of the call is specifim@%th
VC chosen must be able to meet that QoS. ‘

The switches that the VC goes through e%%%g

specifications of the call in their routin €.
The routing table contains the i VPI (and maybe the
VCI if it’s a channel switch outgoing VPI (VCI).

Alternate paths are us C|f|ed In case there’s a link
failure in the VC.

All cells for th @IIOW the same path through the
network.

| will n <gg@@rough the frame structures for the call setup.
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Network-Network Interface (NNI)

* Network-to-Network signaling consists o @ that
Implement signaling between ATM s @

e There are two routing protocols th @sed to setup a
route through the network.
— Interim Interswitch Signali otoc oI (ISP)

— Private Network tg @@@?Interface (PNNI)
e [ISP Is generall d except at border nodes in a
n

network so%3 escribe it here.
S %
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Private Network-to-Network Interface (PNNJ

* PNNI has two parts: Routing and signaling. @ﬁb
e |tisvery complex. The specification is ove @ages. But
let’s give it a try!

e First, I'll look at routing - speciﬂ@@%w the routing tables
are built.

e The philosophy of ATl\él is@e once, switch many.”

ox@
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PNNI - Routing

e Each node periodically exchanges “Hello” messag@@t

neighbors. @@

e Each node constructs “PNNI Topology St ments”
(PTSEs), describing the node and |IS’[I@\ s to direct

neighbors, as shown below. @@
e Each node floods the PTSE %
the network. From this, x‘@u

tables are built.

& pm

S 2 S 3

S 2 s 3
S 4

S=3

S5
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PNNI - Source Routing

* When a user sends a connection request to the netwoul
Ingress ATM node has the whole network topolié@

[t uses arouting algorithm to find the best r rough the
network, given the QoS of the connectio&ﬁst.

* The ingress node adds the route to nection request

and the connection request fl g that route.
e Each node makes an entry e VPI/VCI of the connection.
Note that the VPI/VCl e for the connection from the

previous node. 0%
e The cells fo%&c nection will then be switched, not routed.

S
V> > <
BISllSZIS4|85 \ V
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PNNI — Crankback

* |fanode in the VC selected by the ingress nog@@@?
i

support the QoS requested, it will reject the c on

request. 2
e This will cause the ingress node to %@ another route.

This is called “Crankback”. %
 |f no path is found that Wil%@o t the QoS, the call fails.

Ry

B ISllSZ IS4|85
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PNNI — Routing

e For very large networks, PNNI will divide the networ
hierarchy of peer groups.

* The ingress node of the peer gro
path to the connection reque

195
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ATM - Summary

e ATM was designed to be “all things to everyone”.
the standards development, the cry was “ATM here!”

e But some of the traffic that ATM was des%@o carry never

materialized, especially interactive vi ich left
primarily voice traffic and data ( \ily IP).

e Because it was designed to uch, ATM is complex,
which means the nodes aa& re expensive than IP routers.

e While ATMwas d n significant networks, it is now
losing favor, o n as unnecessary under IP traffic.

e |t’s intereat two of the oldest technologies, Ethernet
i AN'and TCP/IP in the WAN, both connectionless
les, have become dominant.
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Some ATM Questions

e Could | use an Ethernet connection between m g@?atlon
and the ingress ATM node?

— No. One of the basic concepts of AT ach virtual circuit
has a QoS. Ethernetis a “best effork@ery service with no
QoS. Therefore, ATM across ork technologies is not
defined.

If you want an ATM cor from an end station, there must
XN

be a native ATM.e0 ection to the ingress node.

Note that the *]~Q‘ Site'is defined. Ethernet over ATM is defined

f N Emulation) specification. It is complex.
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The Internet

* The concept of the Internet is different from the n%@?

we’ve looked at so far.

— The networks we've looked at all have n%\é;%%esses and can

only send data to end points with tho

of addresses, over

that network (example: ATM ca @ nd data to end devices
with an AESA, and only over network
— Those networks were ned to be overlaid on top of other
networks.
e The Internet w ned from the beginning to operate over

essenUaHy
comput
het

@@

11/12/2014

e of network, and on almost any type of
design overlays a wide variety of
eous networks and computers.
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The Internet

(&
twork”,

e The term “Internet” comes from the ter&@t@ne

meaning “Inter-network”. ?
e The “work” portion got throww nd it became Internet.
2
o
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Agenda for this Section

There’s a lot to the Internet and many ways to ap gﬁﬁ%
describing how it works. What | present r%;e@ the
basics — an introduction. A lot of detall out.
Here’s what we’ll use in this present@?

I'll start by describing the IP add%@hg scheme.

Then we’ll look at the IP pro@@l ayer and IP frame.
Next, at how the IP La hardware addresses.

Given that muc at what happens when a computer
IS connecte%@ network and how it gets an IP address.

@@Q g@
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Agenda for this Section

e We’ll move up the protocol stack, examining UD@E@‘T CP, \
Including the concept of ports.

e Next we’ll look at how routing is done @@%e protocols
needed to build the routing tables.

* Above the TCP layer are the é}& and we’ll begin looking
at those.

e The Domain Name S \ @‘

e The World vv|d N TTP).

e ThingsI'm out: Electronic Mall, Internet Security
IPSec NAT, VPN, RTP and probably a few other
th|

@@
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The Internet Protocol Suite

e The figure below reviews the Internet layers and s

the protocols. I'll review many of these in this segi
TCP/IP Protocol Suite

0S| model layers DARPA layers | ‘ |
Application Layer
Presentation Layer Application Layer HTTP FTP SMTP DNS RIP SNMP
Session Laver
Transport Layer TCP UDP
Transport Layer
IGMP | ICMP ND | MLD
Network Lﬂ}‘.ﬂ Internet Layer ICM PVG
ARP IP (IPv4) IPv6
Network Interface | | L8021t
Layer i Ethernet @ | wireless : | Frame Relay: | ATM
Physical Layer LAN P
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IP Addressing

* There are two versions of IP addressin

— |P Version 4, or IPV4
Nl

— |P Version 6, or IPV6
e ['ll cover IPV4 first, then IP\@X

* Question: What hap o IP Version 5?7 Why did we
jump from IPV4
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IPV4 Notation

these addresses in an easy to read and rem orm?
e The technique chosen was to take the %@&a dress 8 bits

e |PV4 addresses are 32 bits long. How can we reﬁs@h

at a time and use the decimal value e eight bits.

e So the binary address %@
0

10000000 0000101 010 00011110
will be represented @

0.2.30
* This is know %tted decimal notation”.
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IPV4

* |PV4 has gone through some revisions in its hist @@
Initially, it was “classful” addressing, but the c@ ers
changed it to “classless” address to e%%&%b Ife of IPV4,

e ||| start with the classful addressin

e All IPV4 addresses are 32 bits { h.
0 8 1IE 2;:1- 32
' {P;ﬁt;mg rtlglg} {giséi'tf} Class A Address
. {Eifsméu{g Eg;} HDE_S:HE} Class B Address

Network |D Host ID
- (bits 4 to 24) (8 bits) Class C Address

Multicast Group Address
- (28 bits) Class D Address

g
o®
Experimental Address D
@ - (bits 5 to 32) Class E Address
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IPV4 Classful Addressing

* Five different types of addresses were defined, alth&@
we’re only going to look at the first three.

Note that the different classes are identifie
of the address.

@@é}

Network D
(bits 2 to 8)

Host ID
(24 bits)

Network 1D
(bits 3 to 16)

Host ID
(16 bits)

Network ID
(bits 4 to 24)

Multicast Group Address
(28 bits)

N
o

Experimental Address 1D
(bits 5 to 32)

P. Michael Henderson, mike@michael-henderson.us copyright 2014
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Class A Address

Class B Address

Class C Address

Class D Address

Class E Address



IPV4 Classful Addressing

* The IPV4 address was divided into two parts, a Net
part and a Host ID part. @

networks that needed a lot of host addr es, more
networks that needed a medium num T‘Q host addresses,

\‘\
and a lot of networks that woulg¢
host addresses.

e Since the first bit of th@g@hmk ID for a Class A address is
taken, this leave work IDs, and 16 million Host IDs

0 8 16 24 32
] ]
MNetwork 1D Host ID
' (bits 2 to 8) (24 bits) Class A Address
Metwork 1D Host 1D
% . (bits 3 to 16) (16 bits) Class B Address
@ Network 1D Host 1D

@ - (bits 4 to 24) (8 bits) Class C Address
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IPV4 Classful Addressing

e For Class B addresses, 14 bits are available to the Ne
IDs and 16 bits for Host IDs. This gives a bit over
Networks and a few more than 65,000 Host ID @

e For Class C addresses, 21 bits are alloc @%@r Network IDs
and only 8 for Host IDs. This glves 0 illilon Network

IDs but only 254 Host IDs. %
e This division between Netw@t[) and Host IDs was not

very efficient. Q@

0 8 16 2|4 32
|
Network 1D Host ID
' (bits 2 to 8) (24 bits) Class A Address
Metwork ID Host ID
. (bits 3 to 16) (16 bits) Class B Address
Metwork 1D Host ID

<§ 1 - (bits 4 to 24) (8 bits) Class C Address
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IPV4 Classful Addressing :

e This breakdown of the IP address space was Iea(g:&%@%he

exhaustion of addresses.

 Almost no one needed 24 bits for Hos%&[@@ass A

addresses)
e (Class C addresses were esser%_‘ eless because most
2

companies needed more th%?k ost IDs

e (Class B addresses w ly being exhausted because
there were only abi & than 16,000 possible Network IDs.
e To extend theli PV4, Classless addressing was

develo%e
O

\)
@@‘@%
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IPV4 Classless Addressing

Classless Inter-Domain Routing (CIDR) was initia@

published (RFC 1518 & 1519) in 1993. @

It did away with classful addressing and e
addressing scheme more flexible.

The difference was that the Ne %@pomon of the
address was made variable. etwork ID could be 15

bits, or 20 bits, etc.

These addresses ayed with a slash (/) and the
number of bits | etwork ID portion of the address.

Example: 1.168.27 /21 This indicates that the first 21
bits ar% etwork ID.

@@‘@%
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Examples of Classless Addresses

e Here are some more examples of classg@ 4 addresses.
e\

/10: 4M hosts

L__Nel 70 Dis Host aggress: 22 DES
/19: 8190 hosts

L___Network adaress: 19 DRs Host 1
/20: 4094 hosts

____Network address. 20 DRS Host 1208s
124 254 hosts

___Network adaress: 24 DRs Host 6 Ofs |
/28: 14 hosts

| Netwark adaress: 28 bits Host ¢ b

@© N -

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 211



IPV4 Private Addresses

* Another technique that has saved IP addresses is tﬁ?;%e _
Private IP Addresses. Private addresses are n@t@y le In

the global Internet.

e Companies use these private address
and use Network Address Translati
later) to communicate with the

e The private address are: @%\
—10.0.0.0 /8 @

X

— 172.16.0.0 /12@

In the company
T - discussed

. T
@@ rk routers.

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 212



IPV6 Addressing

o
@@%@Q
S). .Normally, Iitis
and 64 bits for the

e [PV6 is defined in RFC 2460, released |

e AnIPV6 address is 128 bits long (1
divided into 64 bits for the Net
Host ID.

e 26%isavery large nuﬁ@ﬁso large that it's essentially
. . &
Impossible that @r@ run out of Network IDs, or that any

network WOU|Q|§69 ave that many Hosts.
&

3

o
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Representation of IPV6 Addresses

e Since IPV6 addresses are 16 octets long, represent erm

In dotted decimal notation can result in a very tring.
e Example: %5%
104.230.140.100.255.255.255.255.0.0.17¢48/150.10.255.255

* To make address representatio ompact, the
designers created the “colomg ecimal notation”, usually
called “colon hex”. @@

* In colon hex, eac @5@% are represented by the hex
character for it’ and the hex values are grouped into 2
octet grou

e Examp e value as above)
68 :FFFF:FFFF:0:1180:96A:FFFF

@@
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IPV6 Notation

* |tis expected that, because of the very large addres@
many IPV6 addresses will have a string of zero@

* To make the IPV6 address representation mpact, a
technique known as “zero compressio @a developed.

e Let’s take the address FF05:0:0:

e With zero compression, this %S can be represented as
FF05::B3

e This works bec%@> Q‘g%ow that the address has 16 octets

and we can fill | %pproprlate number of zeroes.

e Zerocomp n can only be applied once in an address.
'
* |PV6 s the CDIR notation. Example:
12ABCD30:0:0:0:0 /60 specifies that the first 60 bits are the

@ rk ID.
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“Special” IPV6 Addresses

“Private” addresses exist in IPV6, called Unique Lo@
addresses (ULA). Any address starting with FD @
FDXX:XXXX:XXXX... IS private. @

— Private addresses are discouraged in | <{%lﬁe recommendation
IS that every device have it's own uni utable address.

Any address starting with FE ié@ticast address. The next
two nibbles define the type ulitcast. Example: FFx2::/16
IS a link-local multlca

RFC 5156 descr ny of the IPV6 special addresses.
Interesting st Ilke telephone numbers have
HoIIyw tlous numbers, IPV6 has a Hollywood

dress Anything with the prefix 2001:db8::/32

fmn;;g%
@@ table and is intended for documentation and
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Special IPV6 Addresses

* 2000::/3 Global Unicast [RFC4291] @@5

e FCO00::/7 Unique Local Unicast [RFC4193]. Thi@e
FDxx::/7 private address from the previo e. The 8" bit
IS required to set to 1.

e FES0::/10 Link Local Unicast [ @
r

e FFO0O0::/8 Multicast [RFC429 esses within this group
are used for autoconfi

— FF02:0:0:0:0:0:0; des Address
— FF02:0:0:0:0;0%0:2°All Routers Address
- FFOQ%@ 0:FB mDNSV6

:0:0:1:2 All-dhcp-agents

— FFOZ:
@@@%:O:O:O:O:LB All-dhcp-servers
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IP Protocol Layer

Note that the IP (Internet) layer is independent of the 6@
Transport layer and the Network access layer.

This will make the conversion to IPV6 easier b@@ the
higher layers of the protocol stack will not ob
changed, nor the Network access laye @

IP 1S an unreliable, connectlonlex -efforts
delivery mechanism.

By unreliable we meanot@ery IS not guaranteed.
By connectionless @@% n that each packet is

Application

and may take a different route 3_,-;-
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IP Iin the Protocol Layers

* |Pisa Layer 3 protocol. @%

TCP/IP Protocol Suite

OSI model layers DARPA layers | ‘ |

Application Layer

Presentation Layer Application Layer HTTP FTP SMTP DNS RIP SNMP

Session Layer

Transport Layer TCP UDP

Transport Layer

IGMP | ICMP ND [ MLD
Network LH}'EI Internet Layer ICMPv6

ARP IP (IPv4) IPv6

Network Interface | | . o8bz1
Layer . Ethernet : | wireless : {FrameRelay: | ATM
Phy=cal Laver LAN i i
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IPV4 Frame

e The IP header is in front of the payload. Note th r@:e are
no framing techniques on an IP packet. It m ramed by

a lower level protocol. \\
e The version indicates IPV4 or IPV6. @%ader IS IPVA4,
A&
I

L e ] H EI _
Version Iilgﬁ'gﬁ.: Type gfnfs:;ervice Total Length
1 1 [ e
Identification lf Flﬂ‘ga Fragment Offset
0
Timeqt1_u_ Live Protocol Header Checksum H;Tu
L Lorgth
Source |P Address
[
Destination |P Address v
[
IP Option
[Ciptional, Mot Commonky Lsed) 1'-
T T T T 1 1 1 1 I 1 1
g E}Il 2|3|4|5 EI?IE E'lé 1I2 3|4 5'6 ?'lE 9'%]1 2|3l4|5 El?'ﬂlf-! %ll
+ \Word :I
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IPV4 Frame

e Time to live is a counter that is decremented by on
the packet goes through a router. When zero, %

discarded.

* Protocol indicates the protocol carri

There are 142 protocol # aSS|gn

C

11/12/2014

ﬁet 1S

CP 17 1s UDP.
edia has a list.

IR 11 I I ETRNE _
Version IL'S;.ISE Type l.'.:l_fc..gE'WIGE Total Length
- - rrrrrrrYyrerrYyrrrrerrre™y
Identification lf Flﬂ‘ga Fragment Offset
Ty Frrr Ty |
Timeqt1_u_ Live Protocol Header Checksum H;Tu
[TTYI T T T Trrrrrryrrryrrryr
Source |P Address
FrrfrrryrrrryrrrrryyrrrrryrrrrrrrTTTrTT
Destination |P Address v
[ (yrrrryrrrryrrrrrrrr
IF' l.'}ptlnn
[Dipticna iy Lisad) v
DRSS USRS PPN | PRI PP v T T

6123455?89%123456?89%123456?39%1
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IPV4 Frame

* |dentification is used to identify a group of fragmen

ﬁg@h

datagram.
* Flags are 3 bits. The firstis not used. Th @%d IS “don’t
fragment” if set, and the third is “more ents”.
e The fragment offset is the fragmgnitﬁ%et Into the datagram.
A
L NN EEEN B H EI
Version IL'S;.ISE Type gfnfs:;ervice Total Length t 1
] - |
Identification lf F}ﬂga Fragment Offset
[T T T 1] T T T T T TN | .
Tim?,rtr';:_ Live Protocol Header Checksum H:i;is
[TIT T I T Iy I I T I I T rrrfrrryrrryrr—
Source |P Address
[TIT T I T I I I I I T rrrfrrryrrrrrr—
Destination IP Address v
[ [
|!,‘=:'.':'n‘|p l.'}ptlnn - +
@ 'Eill 2|3|4|5 5[.'-"'3 9|1 1I23 4 5'61?"8 9'2]1 2|3l4 5 El?'3|913|1
. @ . 8 °
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IPV4 Frame

e Time to live is a counter that is decremented by on
the packet goes through a router. When zero, %

discarded.

* Protocol indicates the protocol carri

There are 142 protocol # aSS|gn

C

11/12/2014

ﬁet 1S

CP 17 1s UDP.
edia has a list.

IR 11 I I ETRNE _
Version IL'S;.ISE Type l.'.:l_fc..gE'WIGE Total Length
- - rrrrrrrYyrerrYyrrrrerrre™y
Identification lf Flﬂ‘ga Fragment Offset
Ty Frrr Ty |
Timeqt1_u_ Live Protocol Header Checksum H;Tu
[TTYI T T T Trrrrrryrrryrrryr
Source |P Address
FrrfrrryrrrryrrrrryyrrrrryrrrrrrrTTTrTT
Destination |P Address v
[ (yrrrryrrrryrrrrrrrr
IF' l.'}ptlnn
[Dipticna iy Lisad) v
DRSS USRS PPN | PRI PP v T T

6123455?89%123456?89%123456?39%1
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IPV4 Frame

The Header Checksum is used to check for bit error%
header (complement of 1s complement addition = ext
slides). Note: this only covers the header data.

The Source and Destination IP address @@a ns the IP address
of the sender and the host to Wh"i&%@g ket IS addressed.

IR I ] I ENR _
Version I Header Type of Service Total Length
- - [TT I T T T I T T rrryYrrrrr
Identification lf Flﬂ.ga Fragment Offset
T Frr ey Ty |
T"”"E,rtr'-':" Live Protocol Header Checksum H;Tu
A
Source IP Address
[TTYT T T Ty rrryrrryrrrrfrrryrr ey
Destination |P Address v
[rryrrrryrrrryryrrrr1or et
IF‘ l.'}ptlnn
[Dipticna iy Lisad) v
( s T T
'Eill 2|3|4|5 EI?IE E'lé 1I23 4 5'6 ?'lE Blgll 2|3l4 5 El?'ﬂl":l %ll
ol

Word ™
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1s Complement Arithmetic

* In 1s complement arithmetic, the first bit of the w
Indicates whether the number is positive (0 @lve

* Positive numbers are represented as or @fy Inary
numbers. So +18 is 00010010

e Negative numbers are represe e 1s complement of
the positive number, So -18 1101

e Zero has two representations, as all Os and as all 1s
. A )
D).

. When W% numbers that cause a “carryout”, such as
4 (1011), we get 11000, which is 5 bits. We

@ carryout and add it back. So 1000 + 1 =1001 (+6 is
the 1s complement, -6, is 1001).
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IP Checksum

e Now, we look at the IP checksum which takes each @1@
(padding the last word with Os if not 16) and add@ as If
they were 1s complement numbers.

e The result is then complemented. Wh complement
the result?

e Let’s take our simple case, add -2 and -4 to get the
result 1001. If that were theé(m of the words In IP, we’d next
complement it to 011

* The recelverW| <@%complement addition and include the
checksum.

e Soitwil @ and -4 and get 1001. Then it will add the
che 0110 which will give us a result of all 1s.

%@ celver, the result of the checksum computation will
ays be all 1s if the data was received without error.
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IP Checksum

* One special case. If the sender computes a chec s%%
zeroes (after complementing), it will replace th es with
all ones (negative zero). This will give an a&% esult at the
receiver If there are no errors.

 Incidentally, a 16 bit 1s compl @cksum IS a decent
check on the integrity of the t s not as good as a well
chosen CRC-16 but it’ s a, n s resource intensive to
generate and checg

e |t's more effecti({%@d over a small number of bits, as Is
done with t der. As the number of bits covered

Increas ffectiveness decreases (some bit errors are
not d@?&

2
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IPV6 Frame

* The approach taken for the IPV6 header is very diff@t;%

e Rather than try to put all options in one headeré@kd signer
used the concept of “extension header”. ﬁ%

e A datagram may, or may not, have mu eaders.

* |f it has extension headers, the @uired to be in a certain
order, with headers pertaini ﬁﬁe routers first. These

headers are known as “h hop” headers.
Next Heacler S
] b 4
IPvyg Upper Layer Data
Heacler Heacler
Next Heacder Next Heacder
IP¥S I |grtensinr: U:PE" Laver| paia
Heacler Heacler Heacler
Net Heacler Net Heacler Net Heacler

] ¥ |
g IPvE Extension Extension Upper Layer Data
Heacler Heacler Heacler Heacler
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IPV6 Base Frame

* |'m only going to describe the IPV6 base frame. Yo

to look up the format of the extension frames. o
* The Version field is the same as IPV4 so tha%@ er can tell
which header it is. @(ﬁ
e Note that there is no Checksum. IP ends on the lower
layer to validate the frame, us&@ﬁg@l a CRC.
Byte ’
Dﬂsmﬂ||||||||“‘||||||||2||||||||3|||||||
0] Version Traffic Class Flow Label A
4 FPayload Length MNext Header Hop Limit
8
1 z Source Address B;?gs
20
24
28 Destination Address
32
36 Y

1 2 3

Bt *0 1 2 3 4 5 6 7'8 9 12 3 4 5% 7 8 9 1 2 34 56 7 8 9 1
0 0 0

|"'|— Nibble —P}— Byte —P}— Word l"|
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IPV6 Base Frame

e The “Traffic Class” Is the same as IPV4, Differentiat

Services Code Point (DSCP). g

* The Flow Label is intended to be used to dl@@uters to
keep the packets of a specific “flow” o t@ me path so

they do not arrive out of sequence. Xamine this more
when we look at Multiprotocol Lakel'Switching (MPLS).
Byte
i:'ﬂsml'ih|||||||1||||||||2|||||||3||||||||
0 Version Traffic Class Flow Label A
4 Payload Length MNext Header Hop Limit
8
12 Source Address BETE;S
20
24
28 Destination Address
32
36 _ Y

1 2 3
Bit *0 1 2 3 4 5 6 7°8 9 12 3 4 5% 7 8 9 12 3456 7 89 1
0 0 0
|""— Nibble —F}* Byte —P}* Word "|
1171212014 F. Michael Henderson, mike@michael-nenaerson.us copyrignt 2u14 230




IPV6 Base Frame

Byte
Offset

0
4

8
12
16
20

24
28
32
36

Payload Length is the length of the payload and an
headers.

Hop Limit is a number and is decren

A
|0||||||||1||||||||2|||||||3||||||||
Version Traffic Class Flow Label A
Payload Length Next Header Hop Limit
40
Source Address Bytes
Destination Address
A4
, I l I 1 l I |2 I 3 I
BltD123456?899’123456?899123456?8901
|« Nibble —F— Byte —}— Word >
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Address Resolution Protocol (ARP)

@@Q

| mentioned earlier that the Internet is a “virtu I@ork”

dependent upon other networks to car @ ets.
0

So when IP packets are sent across r example, the
communication must use the h addresses not IP
addresses.

How can the IP layer n% dresses to hardware
addresses?

The answer for | <§ the Address Resolution Protocol
(ARP)

IPV6 <lgg(@ther technique and we’ll look at that after ARP.
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ARP In the Protocol Layers

\
e As seen here, ARP is a layer 3 protocol. &\%

TCP/IP Protocol Suite

OSI model layers DARPA layers | ‘ |
Application Layer
Presentation Layer Application Layer HTTP FTP SMTP DNS RIP SNMP
Session Layer
Transport Layer TCP UDP
Transport Layer
IGMP | ICMP ND [ MLD
Network LH}'EI Internet Layer ICM PVG
ARP IP (IPv4) IPv6
Network Interface | | . o8bz1
Layer . Ethernet : | wireless : {FrameRelay: | ATM
Phy=cal Laver LAN i i
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Address Resolution Protocol (ARP)

ARP requires a broadcast physical medium, such a?@
Ethernet LAN. \\

When one station on the LAN needs to sen%@mation to
another station on the LAN, it sends o

message with its IP address, its h@ address, and the IP
address of the destination st t@

éﬁe station with this IP address

Basically, it’s saying “Wou
send me it’s physical at
Since it's a bro |l stations receive the packet, but
only the stati the requested IP address responds with
It’s physi dress.

Aft , the sending station will use the physical address
t@% unicate with the target station.

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 234



Address Resolution Protocol (ARP)

* You may ask, “Why not just broadcast the actual a@
packet to the IP address and let the appropriat et

station respond?” “Wouldn’t the respon e the end
station’s physical address?”

e The problem is that the phyS|c s is actually hidden
by the protocol layers. The k Address layer sends

the IP packet up one Iaye oes not send the physical
address. Therefore, unlcatlon would have to be via
broadcast WhIC put an unreasonable burden on all

the other s
. Wlth A @arget station puts its physical address in the
hich is sent up the protocol layers.
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The ARP Packet

e Hardware Type specifies the physical network. Ethe

* Protocol Type specifies the protocol the ARP re@@t IS for.
For IPV4, this is 0x0800. &

e Hardware Address Length is in octets. E%g%het IS 6.
NN

* 32 BITS >

8 8 8 8
HARDWARE TYPE PROTOCOL TYPE
' HARDWARE | PROTOCOL
ADDRESS | ADDRESS OPERATION
LENGTH | LENGTH
SENDER HARDWARE ADDRESS
(OCTETSO - 3)
SENDER HARDWARE ADDRESS SENDER IP ADDRESS
(OCTETS 4-5) (OCTETS 0-1)
SENDER IP ADDRESS TARGET HARDWARE ADDRESS
(OCTETS 2-3) (OCTETS 0-1)

TARGET HARDWARE ADDRESS
(OCTETS 2-5)

@9@ TARGET IP ADDRESS
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The ARP Packet

* Protocol Address Length is the length of the protocd@)
address in octets. IPV4 is 4. @

e Operation is type of packet. 1isrequest, 2 | @onse
* The addresses are self-explanatory. A&@

32 BITS

8 8 8
HARDWARE TYPE PROTOCOL TYPE
HARDWARE PROTOCOL
ADDRESS ADDRESS OPERATION
LENGTH LENGTH
SENDER HARDWARE ADDRESS
(OCTETS 0 - 3)
SENDER HARDWARE ADDRESS SENDER IP ADDRESS
(OCTETS 4-5) (OCTETS 0-1)
SENDER IP ADDRESS TARGET HARDWARE ADDRESS
(OCTETS 2-3) (OCTETS 0-1)

TARGET HARDWARE ADDRESS
(OCTETS 2-5)

@ TARGET IP ADDRESS

11/12/2014 F. MIChael Henderson, mike@michael-nenderson.us copyrignt Zul4 237




Address Resolution Protocol (ARP)

e There’s a lot more to ARP than describ@é@ Those

Interested can read the detalls.

e For example, other stations lis % traffic and build
their own tables of IP to physieal-addresses. How long to
keep that information & ”Is an issue and Is addressed

in the standard. 0\@
Q@ﬁ%

g@g

&
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ARP

e Since ARP is a Layer 3 protocol, itis n sulated in an
IP packet. Itis a Layer 3 packet in it right.

* When the ARP packet is sent, %@capsulated In the lower
level frame, and the type fielelNs Set in that frame to a unique
code to indicate the A et.

e For Ethernet, thw x0806.
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So How Does IPV6 Bind Addresses?

* InIPVG, 8 octets are usually allowed for the Hosp@%nce
the Ethernet MAC address is only 6 octets, i’% )
PV6 address.

recommended to be used as the Host | @ﬁg

e This means the physical address a IP address are
bound so sending packets to station on a LAN Is
trivial.

e This is known as “Dire@ping.”
&

e |fdirect mappin%@used, IPV6 provides another
technique thr@g8 eighbor Discovery Protocol” (NDP).

NDP wiLLt@@ ribed later.

o
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Internet Control Message Protocol (ICMP

» Before we go on to some of the higher level pr gl}we
need to look at another Layer 3 protocol, t net Control
Message Protocol (ICMP). @@

* The Internet is a virtual network r@erefore, cannot rely
on the physical network to r 3%@ oblems. The physical
networks are independe annot report problems

across other networ IP protocol must handle
problem reports, (\\

e Some pro Id be: hardware or link failures,
destinati chine unreachable (maybe turned off), the
hop @ Ires, or if a node Is so overloaded it must

' datagrams.

¥
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ICMP In the Protocol Layers

* While ICMP is a Layer 3 protocol, it is carried in ar&@%

TCP/IP Protocol Suite

OSl model layers DARPA layers | |
Application Layer
Presentation Layer Application Layer HTTP FTP SMTP DNS RIP SNMP
Session Layer
Transport Layer TCP UDP
Transport Layer
IGMP | ICMP | ND | MLD
Network LH}'EI Internet Layer I ICM PVG
ARP IP (IPv4) IPv6
Data Link Layer
Network Interface 802.11 |
Layer Ethernet wireless . Frame Relay ! ATM
Physical Layer LAN i : _
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ICMP Message Format A

e The exact format of the ICMP message depends on ngé[% -
message is. But all ICMP messages begin with tt@ ets

shown below: O
* The Type and Code fields indicate what éﬁ)w)ess.age
follows. Some examples are given i gure (for IPV4).

Byte

ofsetfo, | oy vl i s |

0 Type Code Checksum

Other message specific information...

1
55?890123455?395123456?8931

Bit *0 1 2 3 4
|-'.— Mibble —Fi_ Byte —Fi_ Word P‘I
ICMP Message Types Checksum
Type CodeMame Type CodeMame Type Code/Mame Checksum of ICMP
0 Echo Reply 3 Destination Unreachable (continued) 11 Time Exceded header
3 Destination Unreachable 12 Hosl Unreachable for TOS 0 TTL Exceeded
0 Met Unraachable 13 Communication Administratively Prohibited 1 Fragment Reassembly Time Exceaded RFC 792
1 Host Unreachable 4 Source Quench 12 Parameter Problem
2 Protocol Unreachabile 5 Redirect 0 Pointer Problem
3 Port Unreachable 0 Redirect Datagram for the Metwork 1 Missing a Required Operand Please refer to RFC
4 Fragmentation required, and DF set 1 Redirect Datagram for the Host 2 Bad Length 792 for the Intermet
5 Source Roule Failed 2 Redirect Datagram far the TOS & Metwork 13 Timastamp r
& Destination Netwark Unknown 3 Redirect Datagram lor the TOS & Haost 14 Timestamp Reply Control MESS&QE
7 Destination Host Unknown 8 Echo 15 Information Request pratr::_c_al {_ICMP}
8 Source Host Isolated 9 Router Adverlisement 16 Information Reply specification.
3 Metwork Administratively Prohibited 10 Router Selection 17 Address Mask Reguest
10 Host Administratively Prohibited 18 Address Mask Reply

11 Network Unreachable for TOS a0 Tracaroule ;



ICMP Message Format

e The Checksum is the 16 bit 1s complement addition
over this header and the ICMP data. Itis co
Checksum field set to zero and then the re %
addition is one’s complemented and st éﬁ\
field. See RFC 1071.

the

Checksum

A A
Byte
Offset 40, | | | NI AR N X s
0 Type Code Checksum ;
. - _ Bytes
Other message SI’.'JECIHC information... +
1 2 3
5 6 7'8 9 0 1 2 3 4 5% 7 8 9 0 1 2 34 5 6 7 8 9 0 1
|-¢— Nibble —»{— e —F— word >
ICMP Message Types Checksum
Type CodeMame Type Code/Mame Type Code/Mame Checksum of ICMP
0 Echo Reply 3 Destination Unreachable (continued) 11 Time Exceded header
3 Destination Unreachable 12 Host Unreachable for TOS 0 TTL Exceeded
0 Met Unraachable 13 Communication Administratively Prohibited 1 Fragment Reassembly Time Exceeded RFC 792
1 Host Unreachable 4 Source Quench 12 Parameter Problem
2 Protocol Unreachable 5 Redirect (0 Pointer Problem
3 Port Unreachable 0 Redirect Datagram for the Network 1 Mizsing & Required Operand Please refer to RFC
4 Fragmentation required, and DF set 1 Redirect Datagram for the Host 2 Bad Length 792 for the Internet
5 Source Route Failed 2 Redirect Datagram lor the TOS & Network 13 Timestamp
& Destination Network Unknown 3 Redirect Datagram for the TOS & Host 14 Timestamp Reply Control Message
7 Destination Host Unknown 8 Echo 15 Information Request pmm_':fﬂl {_ICMP}
8 Source Host Isolated 9 Router Advertisement 16 Information Reply specification.
9 Network Administratively Prohibited 10 Router Selection 17 Address Mask Requesi
10 Host Administratively Prohibited 18 Address Mask Reply
11 Network Unreachable for TOS 30 Traceroute
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ICMPV6

e For IPV6, the same four octets are used at the b ﬁ%g

the packet, but the Type and Code fields us
numbers than IPV4 (See RFC 4443)

e The Checksum is also calculated dn@%@. The checksum
IS calculated as the 1s compleW ition over the header

and the ICMP data, but it als des a pseudo-header in
the calculations. The % eader IS shown In the next

E Esllde. @“X@

U'“‘ET|[|||||l‘||l|||F'||||||3||I.II|
0 Type Code Checksum

Bytes
4 Other message specific information... ' +
. 1 2 3
Bit ¥0 1 2 3 456 7'89 512345%789,123'4567889,1

4= Mibble —D-'—Bg,-le —-'i—Wﬂ-d P-l
-

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 245




ICMPv6 Checksum Calculation

* When the checksum is calculated, the following ps@
header is included in the calculation. This headﬁ'@ ot

transmitted - the data is taken from the IP% ader — it
IS only used to calculated the checksu&@

The purpose of including the pseud@-header is to make sure
the ICMP message returns to rect sender, since the
source and destination ad are included in the

pseudo-header. Qﬁ@

e This also provi@i@ security from spoofed messages.

128-bit IPvE source address

128-bit IPv6 destination address IPv6 pseudo header

32-bit upper layer protocol packet length

The protocol field is
24-bit zero Soit protocol | _ | 58 for ICMPV6
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Autoconfiguration (DHCP and NDP)

We’re finished with Layer 3 (I’'m not going to %MP) but
before we start on the higher layers, | w@ Iscuss how a
station gets it’s IP address.

In IPV4, this is generally done vﬁ%@namic Host
Configuration Protocol (DH@@ d we’ll start with that.
DHCP uses the User D Protocol (UDP) which we

haven’t covered yet ou’ll have to bear with me on that.
After we fin%&l HCP, we'll look at how it’s done in

IPV6. {X@

@@‘@%
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DHCP (IPV4)

* When a station comes up on a LAN (for exampl %ds to
obtain an IP address, the address mask, th ss of the
@rver

gateway router, and the address of a n (DNS -to
be discussed later). @

 All of this information can b d by a special server,
but how can the station co@}; IS server without an IP

address? @

e The answer is b@e broadcast IP address of
255.255.255.25%6 port 67 (ports will be discussed later).
"Ml descg@ peration on an Ethernet LAN.

\)
@@‘@%
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DHCP (IPV4)

e AtLayer 2, the broadcast IP address resolve%ﬁ Ethernet
. . &
broadcast address. All stations (includ @routers and

_ \)
but only the DHCP server will r.

N\
Let’s look at t packet. The request sent by the
clientis c e DHCPDiscover and the reply sent by the
server % d the DHCPOffer.

@@‘@%
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DHCP Packet (IPV4)

11/12/2014

OP specifies whether the message Is a request (1) or 2N
HTYPE and HLEN specify the hardware type and 6Qength of

the hardware address.

The client puts 0 in the HOPS field and D

Increments the count.

Transaction ID I1s a number
to match response to
request.

o)
Seconds is how Io@ e
the client star oot.

IS used In
It Indicates
e response
uld be by broadcast.

S

erver
] B 16 24 H
op HTYPE HLEN HOPS
TRANSACTION IDENTIFIER
s [ ST

CLIENT IF ADDRESS

YOUR IP ADDRESS

SERVER IP ADDRESS

ROUTER IF ADDRESS

CLIENT HARDWARE ADDRESS (16 OCTETS)

SERVER HOST NAME (64 OCTETS)

BOOT FILE MAME (128 OCTETS)
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DHCP Packet (IPV4)

e Client IP Address is the IP address of the client, if kn
client may have an IP address but need other in
%@ed IP

e Your IP Address is where the server puts the
address.

=\
e Server IP Address and/or [, : - " n
Server Host Name are used oF e __|__Wen HoPS
by the client if it wants a secowpsepsed [ RAGS
response from a specm VO 7 ADORESS

DHCP server. % S

CLIENT HARDWARE ADDRESS (16 OCTETS)

* Router IP Ad%@ :
norma”y 0 by the SER'JEHHIISTN:AHIE[E!I][‘.'TEIS]
el

client. %}/
o er the Boot File

%@ﬂeld
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DHCP Packet (IPV4)

e The client will usually include certain information in thﬁ@
Options field, specifically Option 53 (DHCP dlscovegs
Option 55 with a list of information requested mask
router (3), Domain Name (15), and Doma| I@»e server (

e The server’s response will

have Your IP Address, o VP i

Server IP Address (it’s IP — “”'“%

address), Client H/W ‘ CUENT I ADDRESS

Address (MAC addr SERVER 1P ADDRESS

with the rest of @ PPN —

the Optlon@ SERVER HOST NEAI'IIE (64 OCTETS)

1 =Subn :

3 _@ rOUter BEIEITFILEHMEIEHEEEIEI'EI'SEI

NS servers I
more.
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DHCP Packet (IPV4)

* Since IP is not a reliable protocol, the client mus

&
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% *

infarm th
DHCP server that it has received the DHCPO @%& has
accepted the data. 2@
It sends a DHCPRequest packet via &.r{@} ast with the
information that was in the DHCROH er.” The reason for the
broadcast Is that the client eceive DHCPOffers from
multiple servers. The r(@t tells all the servers which

offer has been acce

The server who
DHCPACcK Vi

sequgsix

I has been accepted sends a
address back to the client to finish the



IPV6

* There are two ways for a station to obtain the neces
Information at startup — through DHCPv6 (RFC and
through Neighbor Discovery Protocol (NDP 4861).

* The techniques are called, respective @%ﬁged and
unmanaged. In some papers, it’ “stateful” and
“stateless” %

e DHCPVG6 is used to assi dresses to stations, and the

Host ID portion of tlae@9 ss may not be the station’s MAC
address. \)

entially the same as IPV4 DHCP, but it’s
In the detalls. Since this is a survey class, |

WO%%S Into those details. You know conceptually how it
@ ork.
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IPV6 NDP

e |PV6 introduced a new, unmanaged or stateless, wa
stations to learn the information required to pagti€ipate in
the Internet. The advantage of the unman proach is
that a DHCP server is not required.

* NDP uses the ICMPvG6 four octet rmat The Type
field is used to indicate the f f the message.

e There are five message ty, outer Solicitation (133),

Router Advertlsemgn Neighbor Solicitation (135),
Neighbor Adverti (136), and Redirect (137).

Byte
ofetloy vy v o v ke s a0 B
Type Code Checksum

0 L
8
Bytes
4 Other message specific information... +
_ 1 > 3
Bt Yo 1 2 3 456 7'89 312345% 7809 ,123'4567289,1
-#— hibble —D-i— Byle —D-'— Word Pl
-
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IPV6 NDP

e The Router Solicitation message Is sent to prompt
respond.

* The Neighbor Solicitation m s%e
address of a neighbor or@fy the neighbor is still

reachable. It is also u Ind certain other needed

Information, suﬁé@@b DNS server.

* The Neighho QQ? tisement message Is sent in response to
a Neighb@citation message and contains information
about , Including the MAC address.

. T@ Irect message Is used to ask a host to change it’s
@ t hop for a specific destination.
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IPV6 NDP

* To find the routers available to the station, the n sends ®
an ICMPv6 (NDP) type 133 message to multi address

FF02::2 /8, which is the “all routers mu%%s  address.
* To find the DNS, the station sen Pv6 type 135
message to multicast addresi ..FB /8 which is the “DNS

server multicast” address, 2
e To find the DHCPvG he station would send an

ICMPV6 type 1%5@ ge to multicast address FF05::1:3 /8
\\

\)
@@@%
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IPV6 Autoconfigure

When using the unmanaged technique of auto conr@t
In IPV6, the station will begin by generating a H

safe Host ID would be the unit’s MAC addr e all MAC
addresses are unique. But it could ge @ random
number.

It will use the Link-Local UnicWﬂx, FE80::/10, as its
Network ID.

1t will make a Router {Gitation, using the multicast

address FF02:: ain the Network ID and the address
mask, as WeI IP and MAC address of the gateway
router(s)

It c %@3 sue a Neighbor Solicitation for its IP address (if
generated), to make sure its address is unique. If

@@ S No response, its address is not duplicated.
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IPV6 Autoconfigure

o)

|t can thenissue a Neighbor Solicitatio @% DNSV6
server, using the multicast address ER02::FB /8 to obtain the

IP and MAC address of the nameéjserver.
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User Datagram Protocol (UDP)

O

e UDP provides an unreliable, best efforts, C({@onless
delivery service.

@
e Humm, haven’t we heard that de c@ before? Oh, yes,
that’s exactly the description.o

* So why do we need UDP?@@ not just put the data into the

IP packets? . %

e Because UDP | s the concept of “ports”, a very

Important p@\@[ e Internet suite.
0O
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UDP in the Protocol Layers

 UDP is a Layer 4 protocol, carried in an IP packet. g@

TCP/IP Protocol Suite

OSI model layers DARPA layers | ‘ |

Application Layer
Presentation Layer Application Layer HTTP FTP SMTP DNS RIP SNMP
Session Layer
Transport Layer TCP UDP
Transport Layer
IGMP | ICMP ND | MLD
Network LH}'EI Internet Layer ICM PVG
ARP IP (IPv4) IPv6
Network Interface | L8021t
Layer . Ethernet { i wireless ! | FrameRelay: ! ATM
Phy=cal Laver |_ AN i
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Internet Ports

* When we want to communicate with an application 6%
another host (a server, actually), how can we d| data

to the correct application?
e We do it by using a “well known” port %r which has

been assigned to that applicati

e For example, the File Transf %ﬁocol FTP) application
uses ports 20 and 21. W e station wants to connect to
the FTP application @ er host, it will use the ports 20

and 21. @
e When thos@ S arrive at the server, the layer 4 protocol

knows ets with those ports go to the FTP server
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Internet Ports

e That answers the guestion of how data gets to a
application on a server, but how does the &n send

data back to the originating host?
e When the originating host initiated t@uence for
communicating with the serve d the operating

system for a port number. SS|gned a port number
and also allocated sp uffers.

e The UDP packets e originating host includes its port
number as w destination port number. So the
server app n knows how to send data back to the

origin @%
@@‘@%
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Internet Ports

e Most of the common applications used in the | gpﬁave

ports assigned to them. %
These are known as “Well Known Port @hen a packet

with one of those ports arrives, |
registered application. You ca
ports in many places on the%te

Any other applicatig
registered port

with an equ%
o %

ent to the
he list of well known
rnet.

oose from the list of non-
use that port for communication
pplication on another computer.
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UDP Message Format and Header

* UDP takes the data from the application and adds @t
octet header. @

- O
e The source and destination port numb@ ch 16 bits,

so port numbers can go from 0 to 65
e The Length field is the length q&@ ader plus the data.

0 15 16 31

Source Port Number(16 bits) Destination Port Number(16 bits)

Length(UDP Header + Data)16 bits UDP Checksum(16 bits)

Application Data (Message)
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UDP Checksum - IPV4

V2  UERNR ]
| A \

 The UDP Checksum takes more explanation. @

* InIPV4itis optional. If the field is zero, it’ ndication
that the checksum has not been com @nd should be

ignored. 2
* The IPV4 checksum is compu %er the header and the
3

) .
* In 1s complementarithmetic, there are two ways to
represent z all zeroes and as all ones. Should the
checks pute to all zeroes, it is complemented and

ser@ | 1s version of zero.
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UDP Checksum - IPV4

e In IPV4, the checksum includes a pseudo he%@ the
checksum calculation.

e The pseudo header is 12 octets and @ns the fields
shown below - the data in the fi taken primarily from
the IP header, except for t @n th field, which is the length

from the UDP header. I, erved field is all zeroes.
. x@
0 4 a8 12 1|E 20 24 28 32

Somrce IP Address

Destination IF Adidress

Q/ Reserved Protocol TUDP Length
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UDP Checksum - IPV6

* InIPVG, the UDP checksum is required. G%
e A pseudo header is included in the checksum b seudo

header is different from the one used in IP

e The IPV6 pseudo header is 40 octets a <%nformatlon IS
primarily taken from the IP head

* The protocol is 17 (UDP) and %}xgth Is taken from the UDP
header.

128-bit I Pvo source address

128-bit I Pvi destination address |PvE pseudo headsr

)
\\
@ UDP Length (length of UDP header and data)

0 B-bit protocol
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UDP Checksum

* Just like the IP checksum, the UDP checksum is
complement of the 1s complement addltlon 6 blts at

a time.

e You may ask “Why do they compler@% er doing the 1s
complement addition?” The rw hat when the packet
IS checked at the recelver lement addition which
Includes the checksu ays give an all 1s result. This

makes it easy to vefi the packet had no bit errors.

e The UDP che s% over the pseudo header (40 octets),
the UDP % octets without the checksum), and the
data (c ot of octets). This large coverage reduces

@ on accuracy of the checksum. A CRC would be
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Transmission Control Protocol (TCP) | A

%%th an

e Many applications need more reliable comm%@

is provided with UDP. @ﬁ
e That reliability is provided by the Tr@ssion Control

Protocol (TCP), and that reliabil] es TCP a more
complex protocol than UDP@\

S
o
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TCP In the Protocol Layers

 TCPis aLayer 4 protocol, carried in an IP packet. g@

TCP/IP Protocol Suite

OSI model layers DARPA layers | ‘ |

Application Layer
Presentation Layer Application Layer HTTP FTP SMTP DNS RIP SNMP
Session Layer
Transport Layer TCP UDP
Transport Layer
IGMP | ICMP ND | MLD
Network LH}'EI Internet Layer ICM PVG
ARP IP (IPv4) IPv6
Network Interface | L8021t
Layer . Ethernet { i wireless ! | FrameRelay: ! ATM
Phy=cal Laver |_ AN i
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Characteristics of TCP

e TCP has the following characteristics: (1)
Orientation, (2) Virtual Circuit Connection, (3
Transfer, (4) Unstructured Stream, and

Communication.
e Steam Oriented — This means t%& connection is

abstracted as simply as co s stream of octets. The
data is not viewed as hel nt in “packets” or any other
abstraction. Thisg at TCP must keep track of which

octets have bee and received on an octet basis. It

also meanﬂéﬁw en a retransmission occurs, the

retrans@ may not be of the same number of octets as
ansmission (usually more).

@@
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Characteristics of TCP

e Virtual Circuit Connection — Before data can be %
communicated, the two end stations must a @ establish

a TCP connection. Usually, one station ipi the
connection, such as when you “go” b site. The two
stations must agree to establis@nection, agree on
the details of the connectio form their respective
application programs that onnection is established.
The term “virtual circait’
because it can hg W
call, excep
At the ti was defined, the circuit paradigm was the
MSQI@ ought of communications. The concept of

%ﬁ was a new idea.
O
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Characteristics of TCP

» Buffered Transfer — TCP receives data from an@catlon
and buffers it in memory prior to packetizi r transfer.
The way TCP segments the data for tr IS completely
Independent of the application. I@ Ication simply
provides a stream of data to
This can cause problems. xample, if the data is from a
TTY type terminal tha er Is typing on, the characters
must be sent, re IQ%Bcesses and echoed before they

appear on th aper or screen). To deal with this
probleng, Implements a “push” mechanism to cause
data t %Q t immediately.

@@Q
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Characteristics of TCP

what type of data is being sent. It's | Stream of octets to
TCP. If the data has some str r example, personnel
records, the application pro must be able to extract the
records from the strea% ets.

e Unstructured Stream — TCP does not, é@ ot, know

S

O
&
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Characteristics of TCP

™
o)
e Full Duplex Communication — TCP Virt @E‘aitS are all full
duplex. Conceptually, in TCP they Independent data
streams, with no interaction b a@em

That’s not completely true, %%/ er, because each stream
carries information a ther stream, specifically
acknowledgmer@&received In the other stream,
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How Does TCP Provide Reliability?

E . .
i \

 Since the protocol layers underlying T prowde “best
efforts” delivery, how does TCP prow lability?

e TCP requires the receiver to a dge the data sent, and
If it is not acknowledged, t er WI|| resend it.

e While that statement ng@b e, the implementation is not.
t’

Let’s look deepg@ s done.
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Simple “Send and Walit”

* One method of acknowledgement (ACK) is for th @
walt for an ACK after each packet. @

e The sequence is shown in the figure belo&@%

e The packet Is sent to the receiver, i

who examines the packet for e oo ;

and if no errors are detected: %Pm wiomiime § TG4

an ACK back to the sendern® RS 4 mision e
* The sender starts c@when the frape

packet is sent a 0 ACK Is \CKy

received in Ime, resends the [/

packet. OX% ™

@) mean the receiver gets twg ™" :

@c@ Ut just throws one away. A xmsmis i v
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“Send and Wait”

* Acknowledgment systems must include a way fQ@h@
receiver to detect duplicate transmissions. %@ generally

done by some type of sequence number. P, the octets
to be transmitted are counted and thg ence number

sent with the packet. The receive @.\‘\ this sequence
number to acknowledge dat etel

Any type of ACK syst @res the sender to keep a copy
of any data sent @ ACK’ed.

The major pr Ith “send and wait” is that the network
IS not use efficiently. There’s a lot of “dead” time in

the cor@ ication.
@@@%
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“Sliding Window”

* A method which attempts to address the transm
efficiency problem is the concept of a “Slidin @

* A window is the number of packets (no that the
sender Is permitted to send without r g an ACK for
those packets. That s, itis th of packets that the
sender can have waiting for AC

* For example, see the fi @the right. Lol Window
Thewmdows,lzelog esenderwill |, ., . ., . . . .|. J
send8packets en stop, waiting s
for an ACK: M

 When |@@ves and ACK for the first Window Shdes >
pa iIndow logically slides right | . .

@ ther packet can be sent. RSN RN N NN NN J

(2)
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Sliding Window

e Here’s a network diagram for a window size of 3. G@

* You can see that three packets are sent bef@
receiving an ACK. \\

 After receiving an ACK for packet 1,@%der would
immediately send packet 4, etc{&\@

Sender Side Network Messages Receiver Side

Send Packet 1

Send Packet 2 \ Feceive Packet 1
Send ACE 1

Sand Packet 3 Racaiva FPacket 2
Send ACE. 2

o Racaiva FPacket 2
x Receive ACK 1 Send ACK 3
% Send Packet 4
@Q Fecaive ACE 2
@ Feceive ACE 2
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TCP Connection IDs

 Earlier, we discussed UDP ports and how UDP u@gﬁ@ port
number to connect to applications that use “ own
ports”. Return data is sent to the port ied by the
Initiator. %

e TCP uses a slightly different 561%% a “connection”
abstraction. A connection i Ified by the IP address

and port number of th% r AND the IP address and port

number of the ser cation.
e Perhaps the r or including the IP address and port
address two ends is that TCP is a full duplex

e connection identification provides
@ e information for two way communications.
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TCP Header

The Source Port and Destination Port fields contam@@o
numbers of source and destination.

The Sequence Number identifies the octet n of the
start of the data contained in this pack e data stream.

The Acknowledgement Number | Ifficult to explain.

Let’s say that the last octet cé t packet acknowledged

was 100, and the next pa @ 10 octets in it. This field
would have the valge

3 g 23 31
1 Source Port | Destination Port
2 Sequence Number
3 Acknowledgment Humber
IREHEHE ]
9 o Reserved [R(C [ S|S3 (Y | I Window
QrIsst Glr|lr|T|N|NW
o Checksum Urgent Pointer
o Options | Padding
< |_ Data besgins here.. |
T
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TCP Header

e The Data Offset is the length of the header in 32 bit %
Indicates the location of the start of the data. Th eedec
because there can be options in the heade

e The Reserved field is not used.

e The URG bit, if set, indicates th %nt Pointer is valid.

* The ACK bit, if set, indicatest %%e Acknowledgment
Number field is valid (thisp@tket ACKs data).

3 g 15 23 31

1 Source Port | Destination Port

2 Sequence Number

3 Acknowledgment Humber

IREHEHE ]
9 o Reserved [R(C [ S|S3 (Y | I Window
QrIsst Glr|lr|T|N|NW

o Checksum Urgent Pointer

o Options | Padding
< Lm Data besgins here.. |
T
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TCP Header

* The PSH bit, If set, indicates that this segment IS g&

e The RST hit, If set, resets the connection.

e The SYN and FIN bits are used when in @%r terminating

a connection.

e The Window field indicates hox@y octets the sender can

accept in its buffers.

%@

A

3 g 23 31
1 Source Port | Destination Port
2 Sequence Number
3 Acknowledgment Humber
- JIA|Z|R |3 |F
4 D:_'f_‘;:t Reserved [R|C |55 |Y |1 Window
T | E|H|T|H|H
o Checksum Urgent Pointer
o Options | Padding
< |_ Data besgins here.. |
T
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TCP Header

e The Checksum is the complement of the 16 bit 1S Gp

complement addition of the pseudo-header, the “@8 ader,
and the data.

e For operation on IPV4, the checksum |@§ﬁlated over the
fields shown below.

TCP pseudo-header for checksum cnmputatmn (IPv4)

Bit offset 0-3 4-7 8-15 16—31
0 Source address

32 Destination address
64 ZEros Protocol TCP length
88 Source port Destination port
128 Sequence number
160 Acknowledgement number
192 Data offset| Reserved Flags Window
224 Checksum Urgent pointer
256 Options (optional)

( : @ 256/288+ Data
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TCP Header

e For IPVG, the checksum is calculated over the fleld@%v

below TCP pseudo-header for checksum computation (IPve)
' | Bit offset 0-7 8-15 16-23 24-31

0
o2
64
=1

128

Source address

160
Destination address
192
224
258 TCP length
288 Zeros Next header
320 Source port Destination port
352 Sequence number
384 Acknowledgement number
416 Data offset| Reserved Flags Window
448 Checksum Urgent pointer

ﬁ 480 Options (optional)
(i @ ;E 480/512+ Data
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TCP Header

e The Urgent Pointer is only valid if the URG bit Is @f&et,
this field is an offset from the Sequence Nu 0 the last
octet of urgent data.

@
* There are a number of Options, an%@will not be

described here.
®@

W o
3 g 23 31
1 Source Port | Destination Port
2 Sequence Number
3 Acknowledgment Humber
- TJ|a2a[Z|R |3 |F
4 D:_'f_‘;:t Reserved [R|C |55 |Y |1 Window
T | E|H|T|H|H
o Checksum Urgent Pointer
o Options | Padding
< |_ Data besgins here.. |
T
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Establishing a TCP Connection

e TCP uses a three-way handshake to establish a co
e The three messages allow each side to know t @ ther

side has agreed to the connection.

e The initiator (Host A in the diagram)

sends a SYN message with its init
sequence number X.

e HostAAC ;
sequen er by sending
y+1

@5@/ hosts can now exchange

%@

-

Time

Send
(SYN)

)

Host A HostB

x

Fecieve
SYN-ACK

end ACK

\

Becieve

SYN

Send
(SYN-ACK)

Becieve

ACK

TCP Connection
Establishment
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Closing a TCP Connection

e To close a connection, a three-way handshake is u

* When a host (Host A in this diagram) is finishe %

v

set.

data, it will send a packet to Host B with th

e Host B will inform the application that ;*
there’s no more data, and send an @g

Host A Host B
tO HOSt A Send (FIN)
e When HostB is f|n|shw data T [Rece
It will send a packet t A with | Send (ACK)
the FIN bit set. pesere| — |

Send

o HostAm$ eappllcatlon of  Reee | o™
m

the end and send an ACK Send ACK |
to H I b

@ hosts will delete all resources TCP Connection
Termination
ocated to the connection.

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 290




TCP State Machine

e A state machine shows L e
the various states of the e e lime out/ RST
protocol with lines with SIS AK [ T ey
arrows indicating RSTI-
transitions between neevn |l SYN/SYNiACK o
states.

ACK Y/ - _ SYN+ACK/ACK

e \We did not cover all the ? = o EsTa
possible TCP statgs e Ak

this presentatl merart R CLOSE WAIT
ACK/ - close f FIN

@ FIMN WAIT-2 CLOSING LAST-ACK
§> ACK /- ACK [ -
L '
FIMfACK time-out f -

L

= TIME WAIT - CLOSED
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Forwarding

N

e For many people, the Internet is a mystery. Ho hose
packets find their way through the giant co maze
that’s the Internet?

@
e The answer is forwarding (also @@%ting”) and that’s

what we’ll look at next.
* In general, the Internet m-a‘? of hosts and nodes called
routers. o Q«Q\
— A host may mé%@quest to another host (often called a
server) f d the server will reply with that data.

— A ro%& Inside the Internet and manages the flow of packets

ﬁk osts, forwarding those packets towards the proper
@ tination.
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General Discussion of Forwarding

* The Internet is made up of interconnected physm@%
networks, such as Ethernet LANS.

e Earlier, in the ARP section, we talked a 0@1@ a host

contacts another station on the saw@smal network by
mapping an IP addressto a p dress

e But when we have to trav@w ltiple physical networks to
reach a destination, do it through the IP address,

and the nodes (c ers) that interconnect those
physical net

W,
e Note th%t %ﬂestination network, the last router in the

path t% the destination IP address to a physical
@ ggé 0 reach the destination host.
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Forwarding Table

receives from other routers (we’ll discuss how
later).

* The forwarding table contains the f0|§ for each entry:

done

— The IP address of the destinati address.
— The address mask of that e
— The IP address of th router.

— The network ir%%@ use when sending.

* The entries ar D the table with the longest mask first.

So an e@tr a /28 mask will go before an entry with a /16
mas

k at the forwarding table for Router B in the diagram
next slide.

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014

* Each router builds a forwarding table from in1‘orm§t|%§>

294



Forwarding Table

e When Router B receives an IP packet, it will extra tﬁ@%
address, and “and” the address with the mas% of 1s

here) of the first entry in the table to obt etwork
prefix. %

To reach e |f matc rd as indicated In
addresses ~ rorward  Use this tabl
w/ this IP tothislP port a

10000/8|  20.00.7 A -@go to next entry until match

20.0.0.0 /8 | Deliver directly A @ de
30.0.0.0 /8 | Deliver directly '

10.0.0.7 %\%ﬁ?o 0.0.7 20.0.0.6 30.0.0.6

Router

Router 30.0.0.0 /8

B

20.0.0.0 /8
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Forwarding Table

* Note that while there’s an IP address to deliver t @éket
when the packet is for the 10.0.0.0 network, rW|II

only use that IP address to obtain the @ address of
the next router (Router A). It'll then %ﬁ riginal IP
packet in a layer 2 frame and s@thm physical
address. It will not put that IR atidress in the IP packet.

e [|'ve conveniently left Ing out of this example.
Suppose the pa g an address that is not part of the

10.0.0.0, the 20. r the 30.0.0.0 networks. What is the
router to d
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Forwarding Table, Default Router

e Arouter in a corporate network, for example, should@
Ir

have to keep a forwarding table that includes th
Internet. @@g

\ . =
oA . Foward  Usetnis  address’ j6es not match any entries in
withisip  tothislP port the f rding table.

The bigger

30.0.0.0/8 |Deliver directly | B Internet

00.0.0.0/0 20.0.0.8

10.0.0.0 /8 20.0.0.7 A %( O
20.0.0.0 /8 | Deliver directly | A @ Router
3

A
20.0.0.8
10.0.0.7 %& 0.0.0.7
fra \ «

Router
A

30.0.0.6

Router

20.0.0.0 /8 30.0.0.0/8
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Forwarding Table, Default Router

g ~
\

e \When the destination IP address iIs “and” with ﬁs@%ask,
h

the result is an all zero IP address which m% e last
entry in the forwarding table.
* Basically, the router in the corpor ork “punts” and

lets the ISP’s routers figure ;u o forward the packet.

e Side note: Routers in the orld do not organize
forwarding tables the %@@escribed. They use a more
efficient search igue called “trie”. You can look up that
technique on % n.

O
3
&
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Forwarding in the General Internet

* In the previous example, we only had entriess

forwarding table for local networks (or . We used a
default route to pass IP packets thav@ dresses other

than local addresses. @

e S0 what does the larger Inteknet do with those packets?
How do they get to thel ation?

e We’ll discuss a bi bout how forwarding is segmented

In the larger Inte
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Autonomous Systems (AS)

e An Autonomous System is “a set of routers unde gle
technical administration, using an interior ga %rotocol
(IGP) and common metrics to determin route

packets within the AS, and using an | routing
protocol to determine how to ro ets to other ASs”
(RFC 4271). For example, a Ig IS an Autonomous

System. A large corpora ork may, or may not, be an
Autonomous System

e These systems i nect with each other through
peering pom@ er public or private.

@%@
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Intradomain and Interdomain

e Routing protocols for intradomain routing are @@ Interior
gateway protocols (IGP).

— The goal, usually, is to find the shor
e Routing protocols for mterdo @ Ing are called exterior
gateway protocols (EGP).
— The goal, usually, is % the routing policy of the

autonomous syste
o We'll look at int ain routing next, then examine

interdorga@ﬁing.
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Interior Gateway Protocols (IGP)

There are two major classes of interior gateway E@@ :

— Distance-vector protocols.
%%@)

— Link-state protocols.

The term “distance-vector” refers to@up of routing
protocols that propagate routiqg@ tion in the form of a
distance measurement (per he number of hops) and
the next hop router in

Each router build arding Information Block (FIB) that
contains the dis -vector information it knows.

It then se FIB to the routers it's connected to, and

iInformation to update their FIB. And then, they
@@%r FIB to the routers connected to them.
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Distance-vector Example

» Before the exchange of information, each node o&@
Information about itself and it’s neighbors.

 The table shows the information at eac

knows the distance to itself, B and E.

%@ 0 A only

F
Eode

Distance to Node

11/12/2014

A B C D E
A |0 7 o o 1
B [/ O 1 o 8
C | 1 0 2 o
D |©o o 2 0 2
E |1 8 o 2 0
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D Sends Vectorto E

e When D sends its information to E, E can update its
information for the distance to C. @Q

I'm 2 from C, 0 from &@

D and 2 from E

/@75 Distance to Node

X node A B C D

W A |0 7 o o

9 D

B |/ 0 1 o

C |o 1 0 2

D |o© o 2 0

E 1 8 4 2

E
1
38
00
2
0

D is 2 away, 2+2< o0,
so best pathto Cis 4
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B Sends Vector to A

I'm 7 from A, O
from B, 1 from C &
from E

* Since B is 1 away from C, A can update its distance @%
does not change the distance to E because its @L sta
was less.

X

KL

Distance to Node

B C D E
A / 8 oo 1
B O 1 o 8
C 1 0 2 o
D o 2 0 2
E 8 4 2 0

B is 7 away, 1+7< o0 so
best pathto Cis 8
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E Sends Vector to A

e A can now update the distance to C and D.

Eis 1 away, 4+1<8
so Cis 5 away, 1+2< %
[ %

o© so Dis 3 away

111212014

m O O T »

5

B~ N O -

- I'm 1 from A, 8 from B, 4 \

from C, 2 from D & O from E i
UIQNZOM
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Continue until Convergence Y\

* After all the routers exchange their Forwarding n)g %;%

Bases, each will have the distance to each oth er.

S

@
W Distance to Node
X > node A B C D E
)% ' m A |0 6 5 3 1
@ B |6 0 1 3 5
% c |5 1 0 2 4
% D [3 3 2 0 2

@@
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More on Distance-Vector Protocols

ot
outing

and examples, of
of the problems of the

e (0 to Wikipedia and look up “Distance
Protocol”. They have a good discussi
how distance-vector works, a

protocol. @@\
O\Q

@%%\

%{‘@

&
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Router Information Protocol (RIP)

e In the examples given, we only saw the paths, @@ot the
destinations (to make the examples S|mpl

e Let’s look at one of the most popular I%?otocols Routing
Information Protocol version 2 all of the information
sent in an update. @

* Note: The other major D- coI IS Interior Gateway

Routing Protocol LG@
W
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RIP2

e RIP2is carried in an UDP packet and uses the des@i@'
port of 520.

* Note that up to 25 networks can be adv% , along with
the next router to reach those netw

 Also note that there is no len ator for the RIP packet.
RIP depends on UDP for th% h of the RIP packet.
Q)

= 32 Bits >
8 8 8 | 8
. Carnmand Version Unused (set to all zeros)
Address Family ldentifier Route Tag
it s IF Address
Entry Subnet Mask
MNext Hop
(= Metric

Multiple fields, up to a maximum of 25

@ :; i Address Family Identifier FRoute Tag
IF Address

Houte
Entrg,r_ Subnet Mask
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RIP2

* The most used Command is 2 but others are p
command numbers are 1, 9, 10 and 11. Yo &ok those

up.
e Version and Address Family Ident@ for IPVA4.

* Route Tag is somewhat com d not covered here.
< 32 Bits >
8 8 8 | 8
. Command Version Linused (set to all zeros)
Address Family ldentifier Route Tag
Routa IF Address
Entry 1 Subnet Mask
Mext Hop
(I Matric

Multiple fields, up to a maximum of 25

Q B Address Family Identifier FRouta Tag
Rout IF Address
oute
@ Entry | Subnet Mask
Mext Hop
= Metric
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RIPV2

The IP address is the network address of an attachaﬁ@
network.

The subnet mask is used for classless IP a @es and
Indicates the part of the IP address tha ponds to the
network address.

Next Hop indicates the addres “best” next hop to
reach the above network. @\

The Metric is the hop Q{j\@%@r, from 1 to 16 (infinity).

0 7 15 31
Header| Command Version LUnused
T AF| Route tag
Route IP address

Entries Subnet mask

O | =
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RIPng

RIPng is RIP for IPV6. To indicate the new protocol%&
UDP port 521 (instead of 520).

Again, no octet count or number of entri
UDP length indicator.

Command is 1 (Request) or 2 (
Version is 1

RTE is route table ent@@ covered next.

Command

Wersion

Unused

Mexthop RTE

IPvE prefix RTE

IPvE prefix RTE

|PvE prefix RTE

@@Q "

IPvE prefix RTE

P. Michael Henderson, mike@michael-henderson.us copyright 2014
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RIPng

11/12/2014

The first entry is the IP address of the next hop @G@
The Route Tag Is the same as IPV4 and not

Prefix length is the network part of
The Metric is all 1s to indicate ne

2%

G

% 32 Bits
8 & a | a
Command Wersion Unused (set to all zeros)
[PyE Prefix 1

Foule Tag Prefix Length Metric

N ¢
x ! Multiple Route Entries
g |
@ — IPvE Prefix ]
Route Tag Prafix Langth Matric

F. IvViiICnael Aenaerson, mike@micnael-nenaerson.us copyrignt Zui4 )

d here.

ess, usually 64.
uter, otherwise the

g Houte

Eniry 1

L Routa

Entry n
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RIPng

* The route table entries that follow are the IP adﬁ@é%of
networks that can be reached through the r%@ address.

é@

32 Bits >
8 & a | a
Command Wersion Unused (set to all zeros)
= |PyE Prefis 1 —
o | | Route
Eniry 1
Houle Tag Prefix Length Metric

Multiple Route Entries

K\ — IPvE Prefix
| — Routa
Q Entry n

Route Tag Prafix Langth Maetric
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Distance-vector Routing

 There are a number of issues with distance-vec
which I'll state without going into detail on

e “Count to infinity” problem. In certain%@ s, D-V
protocols can send information ba forth, increasing
the distance each time, until th nt to infinity (16 hops).

e Routing loops. A router know if the forwarding path
sent to it includes It | th.

e There are some ues to mitigate, but not completely
solve, thes blems.
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Distance-vector Routing

» Distance-vector protocols converge slowly. I@@a&e a
a

long time to get all the forwarding tables u% te after a
change to the network (link or node f or addition).

* Because a distance of infinity 2]@;@13 RIP can only be

used on smaller networks

* RIP generates a lot of s isory traffic because it
periodically propag ntlre forwarding table to its
neighbors.

* Which Iea@ |nk state protocols...

@@
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Link-State Protocols

 Link-state protocols provide only: G@
— The ID of itself. @“@
— The ID of its directly connected neighbors Wilﬁ% cost to each
neighbor. @

— A sequence number (to make su @test packet is used)
— A'time to live for the packet. %

* A node learns informati Xt Its neighbors by
exchanging packets with.the neighbors.

e Then,itputst @a Link State Packet (LSP) with the
above info@w and “floods” it on all of it’s links.

* Theno O%k t receive the LSP forward it on all of their links
bu a record of having receive it. If they receive a

@ ate, they discard it.
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Link-State Protocols

* Once a node has a number of LSPs, it begins to buiI@
of the network. Note that it needs an LSP from e deto
complete the network map.

— It looks for LSPs that have it as a nelghb&@%an “‘connect”
those nodes to itself.

— Then it looks for LSPs that hav%@ newly connected nodes
as neighbors and “connects: to those nodes.

— Eventually, it will bun of the entire network.

* Once the map o% ork s built, it uses Dijkstra’s
shortest path m to calculate the shortest path to the
networks k IDs) attached to the nodes.

e Thet @é link-state protocols are Open Shortest Path
Fi PF) and Intermediate System to Intermediate
em (IS-1S). We’ll look at OSPF.
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Open Shortest Path First (OSPF)

IS an open, non-proprietary standard, not ath is being
“opened”. e

e The “Shortest Path First” parW?@@e refers to the

alternate name for link-state.r .

or TCP — with protocg
own error @T&'
Wr right.

®)

=
@)

r~—+

o

O

° o
éO
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Open Shortest Path First (OSPF)

* We'll look at the OSPF protocol next.
e OSPF has a common header and different d%@ mponents.

We are only going to look at the basic here.
e This is the LSP header. I'll explain @dy |ater.
&?s

0 4 8 12 28 32
] ] I ]

Version Number = 2 Type Packet Length

Router ID

Area 1D

Checksum Authentication Type

Authentication

\

@ = Message Body
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Open Shortest Path First (OSPF)

4 8
]

@s

e The Version number iIs 2 to indicate OSPFv2.

e The type indicates the type of OSPF message: @iﬂe
Database description, 3 = Link State Requ

Update, 5 = Link State Acknowledgement?;

e Packet length is the total length
header.

cket, including this

Link State

Version Number = 2

Type

Packet Length

Router ID

Area 1D

Checksum

Authentication Type

Authentication

COl

Message Body

322



Open Shortest Path First (OSPF)

* Router ID is the IP address of the router sendin J@&g@
e |won’t go into the Area ID.
e Checksum is calculated the same as té@% cksum

e Authentication type is: 0 = no authe on, 1 = password,
2 = cryptographic authentlcath%

0 4 8 12 16 20 24 28 32
] ] ] ] ]
Version Number = 2 Type Packet Length
Router ID
Area ID
Checksum Authentication Type

Authentication

\

@ T Message Body
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authentication.

11/12/2014

4 8 12
] ]
Version Number = 2 Type Packet Length
Router ID
Area |D
Checksum Authentication Type
Authentication

Message Body
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OSPF Link-State Advertisement

* (Certain of the Link-state message types will have a

advertisement after the header.
* The first 20 octets of this message is the a@@ement hdr.

8 Bits I 8 Bits 8 Bits 8 Bits
Age Options Type
Link State ID
Advertising Router
Sequence Number
Checksum Length
00000 V|E|B 0x0Q0 Number of Links
Link ID
Link Data
Link Type Number of TOS Metric
TOS 0x00 TOS Metric
@ .
@ Link ID
111122014 i 325
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OSPF Link-State Advertisement

The Age Is the time in seconds since the LS adverti@n
was generated.

Options refers to options in the serV|ce fol thls header.
Type Is type of advertisement: 1= ro s 2 network
links, 3 = summary link (IP), 4 = y link (autonomous
system boundary routers) 5 nomous system external
link.

Link State ID Is th of the network described by the LS

advertlsement
8 Bits | 8 Bits 8 Bits 8 Bits

Age Options Type

Link State ID

Advertising Router

@ Sequence Number
@ Checksum Length
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OSPF Link-State Advertisement

8 Bits

Lo

8 Bits

ksum.
f the LS advertisement.
vertisement.

The Advertising Router Is the IP address of the rout%%
generating this LS advertisement.

Sequence Number is allow the receiver t
advertisement is the latest.

Checksum iIs the standard Inte
Length is the total length in %
Now, let’s look at the

O
0 @ which
St

8 Bits

Age

Options

Type

Link State ID

Advertising Router

Sequence Number

Checksum

Length
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OSPF Link-State Advertisement

e The V bitis the Virtual Link Endpoint bit and will no@
further described here.

* The E bit is set to 1 when the router Is an a@@nous system |
boundary router.

e The B hitis setto 1 whenthero % n area border router.
e #LInks 1S the number of entr follow.

w{@

Link ID

00000 VI E|B Number of Links

Link Data

Link Type Number of TOS Metric

TOS 0x00 TOS Metric

@€

Link Data
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OSPF Link-State Advertisement

e Jumping down to the Link Type, it can have values I
1 = point-to-point connection to another router
connection to a transit network, 3 = conne ﬁ stub
network, and 4 = virtual link.

e The Link ID and Link Data fields n the Link Type and
| won’t detail them here, exc that for a Link Type=3,

the Link ID is the IP Networ dress of the attached network
and the Link Data is theiatwork mask.

00000 VI E|B 0x00 Number of Links

Link 1D

Link Data

Link Type Number of TOS Metric

TOS 0x00 TOS Metric

@@

Link Data
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OSPF Link-State Advertisement

The Number of TOS is for backward compatibility wﬁ@
earlier version of ODPF.

Metric 1s a cost of the link. Lower Is better %@

TOS indicates what criteria to use for c&uting the link: 0 =
normal service, 2 = minimize m ost, 4 = maximize
reliability, 8 = maximize throgg , 16 = minimize delay.

TOS Metric is the metric ated with the TOS.
A"\
00000 VI E|B 0x00 Number of Links
Link ID
Link Data
Link Type Number of TOS Metric
TOS 0x00 TOS Metric

@€

Link Data
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Distance-vector (DV) vs Link-State (LS)

Since LS floods its messages, more messages are
with DV.

@h AR

LS converges much faster than DV. Additi , DV can
have routing loops, and has the count Ity problem.
If a router malfunctions, LS can ncorrect link cost.
But each router computes its warding table.
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Problems with Interior Gateway Protocols

» No routing update protocol can scale to the whole Ig@et

— Every router in the Internet would have to excha uting
Information.

— Routing update traffic would swamp r traffic.

e There’s a practical limit to ho uters can participate
In any IGP.

— Beyond a certain Iim@@@vergence time — the time it would
take for all the rou @ e informed of a change — would be
too great to cal.
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Interdomain Routing

The Internet is a two level network. At the lowest le
have networks which use intradomain routing pr@
we just looked at.

The next level up is autonomous svste@ﬁﬁetworks that
use intradomain routing protocols.

When we look at this second.le see groups of
networks that are connecte routers, like the figure
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Autonomous Systems (AS)

e Each Autonomous System (AS) has an@%mous System
Number (ASN) issued by the Interne @ ned Numbers
Authority (IANA).

e Atfirst, these were 16 bit n@@ but with the growth of the
Internet, they are now mbers. The 32 bit numbers

are usually expre @ Y, where x and y are the decimal
value of each

‘@ %@%
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Autonomous Systems (AS) %

e There are three types of autonomous systems. @) _
— A mulithomed AS is one that has connections to e other
AS, but does not provide transit. AS1, AS5 are

multihomed AS. e
— A stub AS is one that is only conne one other AS. AS4

and AS7 are stub AS.

— Atransit AS is one that pra
other networks. AS2<%

fczh\,

connections through itself to
W 7 N\ .
ndAS3 are transit AS.
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Autonomous Systems

* Autonomous systems may be of different tech@ﬁ&i but
most important , they are under different adr% ative
authority.

— Most autonomous systems are Interr@@rvice Providers
(ISPs). 2

— They usually want to contr@a traffic comes through their
network.

— And what trafficd @ hrough other networks, and where that
traffic is ha 0 another provider.
SN
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Traditional View of the Internet
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The Internet Today

\

K

"Hyper Gianis”

Global Transit f

Global Internet Mational Large Content, Gonsumer, Hosting CON
Core P
Regional / Tier2 "‘
2 _— >

B BN OEE e mm e e e e s —

= | €I(I0)C00ILI(,
Metworks

CDN = Content Delivery Network

W) IXP = Internet Exchange Point
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Autonomous Systems

™
e There is a hierarchy of AS. @@

— Large, tier-1 provider with a nationwide éa@@

— Medium-sized regional provider with I backbone.

— Small network run by a single Q@y or university.
e The major tier 1 providers \A L, AT&T, Global Crossing,
Level3, UUNET, NTT AVVIS (formerly Cable &

Wireless), and S
— These hav I-to-peer connections between them.

— Hava>n r even international backbone.
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Exterior Gateway Protocol

An Exterior Gateway Protocol is used to pass rk
reachability” information between autonorr@ stems.

The protocol used today is Border otocol,
version 4, commonly referred
Two autonomous systems c by provrdlng a

communications link bet router In each system, each
router running BGR.

BGP advertls S ability” instead of routing and uses a

ocol.
by TCP so that communication is reliable.
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Path-Vector

e Path is from AS to AS, with no view of the internal s

of the various AS. é

* Sends the actual path from AS to AS, ratheﬁ@@dlstance as
In DV protocols.

* Avoids routing loops and the CEU@@mfmlty” problems of

DV.
e Supports “policies” of t or example, can force
certain traffic alon§ \}N osen by the administration.
data

traffic traffic d
7
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Path-Vector

e May not wind up with the “shortest” path.

T — \
BGP says that

path 4.1 is
—better than path-—-,

¥ 321 == N

)é% == AS 4
- e @ -
,./ -

~ A

— Ny
-~

AS2 ey ==

Ny
-~

——

O\ s -
Qﬁ == - /

~ ASl o
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Problems with BGP

routes (converge) when a link goes Packets can be
sent to wrong destinations or @\L@

e Even with route aggregatlo b ckbone router can have
400,000 forwarding e

e BGP does nothi nce the traffic load between
autonomous

e Routing can be unstable during the ti t'é@ | S to update
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Name Server

» Up to this point, all we've talked about is | @@sses But
you know that when you access a web ou do so by

name, not by IP address. How d es get
converted to IP addresses? é&

server”,
1at an Internet name is.
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Names In the Internet

An Internet name, called a “Domain Name”, ca ade up
the 26 letters of the alphabet, plus the num@ to 9, plus

the hyphen (although it may not start o@d with a hyphen).

A domain name Is a hierarchy , separated by the
period character (called a “dat’ ch as example.com

@sitive. So TheExample.com is

Domain names are case |
the same as theex:

The levels of g%ﬂ rchy extend from right to left. Thus,

for exampléyeam, com Is the highest level and example Is a
subordi vel.

i
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Domain Names

e Here’s an example of the hierarchy of names in a Do

Name.

* Below the conceptual “Root” is all of the “to
Generic top level names are ones such
and mil. Country code top level name

@@@

names.
. het, org, gov,
nes such as us

(USA), ca (Canada), Jp (Japan) aw etherlands).

|“

int

11/12/2014

Generic "*I |*— Countries ——
com edu gov mil org net ip us nl
/N 7N /" \

sun yale acm ieee ac co oce vu

2N 7\ | |
eng Cs eng jack  jill keio nec cS

| "
elti linda CS csl flits fluit

robot pc24
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Domain Names

e Below the top level names are the subordinate nam
example, eng.sun.com is a fully qualified domaij

e Each label can be up to 63 characters and y quallfled
name cannot exceed 253 characters.

e The name space rarely exceed%%

|*— Countries ——

|*' Generic "*I
int com edu gov mil org net ip us nl
/N 7N /" \
sun yale acm ieee ac co oce vu
| / N\ 7\ | |
eng eng jack  jill keio nec cS
| "
elti linda CS csl flits fluit
robot pc24
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Name Server

most common are web hosting and ema

— Different IP addresses may be regis different functions
under the same domain name g that the web server for
example.com may be on a d@g’ nt machine, and a different IP

0

address, than the ema{l@ I xxxx@example.com
ox@

N

e Domain Names can apply to many different @%ﬂ the
' @ers
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Finding an IP Address for a Domain Name

When a client has a domain name, its “name re ?@Q
application will first check its own cache tg@ at name
was resolved recently.

If not, it will make a request to the ame server to
obtain the IP address.

The local name server ha he of recently requested
names. If the name | ‘i@cache, It returns the record
Immediately.

If not there uaIIy, it will contact the top level name

down the tree until it resolves the name.
IS somewhat different but | won't go into the detalls
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The World Wide Web (WWW)

@@‘@%

The World Wide Web consists of a large set of
called “web pages”, accessible to users of

The documents are often contain links %D er web pages,
which causes them to be classif§' pertext documents.

To support access to these hy Xt documents, two things
are needed: a web browsefi@nd a web server.

Pages are “written’ | \@é guage called HyperText Markup
Language ( HTM@ore recently, Extensible HTML
(XHTML)

The HT %&%@med in a TCP packet.
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The World Wide Web

e Each web page has a Uniform Resource Locater U@@%

Identify it. The format of a URL is

http://www.domainname: port/path/pa

— http indicates the protocol It y a colon and two
slashes.

— WWW is a subdomain o
service web reques
don't putitin

— Domain e name of the server. You can also use the
actual %ﬂ ress.

ges, the port is 80 and can be left off. If the server
not use port 80 you'll have to specify the port number.

maln name and was set up to
web browsers will add www if you
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The World Wide Web (WWW)

— Path is the file path to the web page. @%
— Pagename is the name of the resource, usu @@eb page.

e While case (caps or small) is not consi%@@i for domain
names, case Is important in the @e name.

e Domain names are limited In aracters that can be

or the browser

— Essentia gme that is valid on a computer is valid as a
web @ me.
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HyperText Transfer Protocol (HTTP)

e HTTP is carried by TCP. &

* HTTP Is fairly simple, consisting of a Il@g@i number of
commands - about 9.

* The most commonly used or% t” WhICh IS sent by the
client to the server to .-,é)s‘; web page. Others are Head,

Post, Put, Delete, Tra ‘(\s ntions, Connect, and Patch.

* Web pages are @xn HyperText Markup Language
(HTML) an Interpreted by the browser. The HTML
Instruc use the page to be formatted for display.

«@
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Multiprotocol Label Switching (MPLS)

s (VC) -

e \We talked earlier about networks with virtu %@h
especially frame relay and ATM. @

e Virtual circuits have certain advan

— Deterministic path through the K, generally with controlled
jitter. Important for real time2y0ice and video.

— Packets arrive in gr
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Label Switching

» Label switching systems establish a route during g@
connection setup. This is done by the ingress r.

label, and indicates the next h U

— The old label is replaced byﬁ% label before the packet is
forwarded to the next hop

— This concept offlea core routers — compute intensive
routing done S router.

e Sincethet oes not have to be searched, as is done in
IP routi itching can be faster. However, new VLSI
Im ations of IP routing make this a moot point.

@@
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So What i1s MPLS?

g ~
N\

 MPLS takes some of the concepts of Frame Re gEQATI\/I
and generalizes these ideas to multiple pr

 MPLS is an efficient encapsulation me%% m.

* Appends “labels” to data — suc ackets or ATM AALS
cells — to switch the data tth% e network.

|t can be carried over % va@ of networks — IP, ATM, etc.

e |tcan be used to ariety of layer 2 protocols - IP,
ATM, POS, PPP@%L etc.

* Most com e is to carry IP packets.

o
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So what i1s MPLS? (continued)

 MPLS adds the concept of a virtual circuit to IP n t@.

* When a connection is requested, the first ro sa
lookup of the final destination router, a& establishes a

route to that router.

 Each router in the path makes g%@@m its forwarding
table for this connection.

* The first router adds a.”; sometlmes called a “shim”)
to the IP packet. @

e Each router | Xh uses the label to determine the next
hop and re the label (similar to the way ATM works).

. The lag€houter in the path strips the label and passes the IP
pa@ 0 the destination.

@@
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Advantages of MPLS

 Traffic engineering: The ability to contro nd how traffic
IS routed on your network, to manage y, prioritize different
services, and prevent congestior%@

* |Implement Virtual Private Networks: The ability to provide
carriage for a variety of € data services, in addition to IP.

e |mprove failure r time with the MPLS Fast Reroute.
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MPLS Header Format

— The Label Value is the path identifier, essentially
ATM.

— The Exp field is experimental for Quahty%@%lce (QOS) and

Explicit Congestion Notification (EC
— S s the stack bit. There ca@%ﬁl\ﬂms headers on a
packet. The last header willfaave this bit set to 1. Otherwise, O.
— TTLis Time to L|ve F%g ess router takes the IP TTL value,
decrements It laces it in the MPLS header.

* The MPLS header is 4 octets in length. %
@ easin

| MPLS Header: 32 Bits (4 B*,r_tes]
N The Label Value ‘ Exp S‘ TTL

g@ 20 bits 3bits  1bit 8bits ./
@ 3 ‘ Layer 2 Headerw MPLS Header ( IP Packet
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Basic Concepts

 Establish route when the circuit is opened. %@5
Add labels at the ingress Label Switching Rout R).

Switch through the network using the I%@%
 Strip the label at the egress LSR. Q

At Edge: InFCc:re:d N
. i » Forward using labels
. E;a:]sesl;fgepizckets (as opposedto IP addr)

- Labelindicates service class
and destination

Label Swappingor Switching

Label Imposition

At Edge:
Edge Label Remove Labelsand
Switch Router Forward Packets
(ATM Switch or Label Disposition
Router)

Label Switch Router (LSR)
- Router

« ATM switch + Label
Switch Controller

Label Distribution Protocol
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MPLS Connection Setup and Switching

% \
oV

1a. Existing Routing Protocols (e.g. OSPF, IS-IS) 4. Edge LSR at
Establish Reachability to Destination Networks Egress Removes
R Label and Delivers

1b. Label Distribution Protocol (LDP) Packet
Establishes Label to Destination -
Network Mappings ——

._ e

-——— L5 _
.—|:I h"'*-...h*_._--# b

-
=
==

2. Ingress Edge LSR Receives Packet,

Performs Layer 3 Value-Added -

Services, and “Labels” Packets 3. I.'SR Switches Pa_t:kets

Using Label Swapping
11/12/2014
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Routing IP

e This is an example of how IP routing works.

P 3

Address
Prefix

Address Address i
Prefix | T prefe | VF I
128.89 1 128.89 0 171.69 1
1

171.69 171.69 1

IfF

128.89
0 —
e
0 128.89.25.4 |Data
1 128.89.25.4 [aEiE
_ = .

128.89.254 [aLic

128.89.254 [eLic

Q Packets Forwarded
______ BasedonIP Address
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Routing Information Distribution

* Example of standard routing protocol operation. @

Aae%@

In Address Out | Out In Address Out |Out Address Out |Out
Label Prefix I'face |label Label Prefix I'face [Label LabEI Prefix I'face |Label
128.89 1 128.89 0 128.89 0

171.69 1 171.69 1

You Can Reach 128.89 and
171.69 Thru Me

)z

Routing Updates .,
(OSPF, EIGRP, ...)

11/12/2014

You Can Reach 171.69 Thru Me

171.69
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MPLS Label Distribution

e MPLS Label Distribution adds the allocation and di
of labels to the “routing” information.

prey
In Address Out | Out In Address Out |Out In Address Out |Out
Label Prefix I'face [Label Label Prefix I'face |Label Label Prefix I'face |Label
128.89 1 4 128.89 0 9 128.89 0
171.69 1 5 5 171.69 1 7

S 0 128.89

Use Label 4 for128.89 and
Use Label 5 for171.69

/

Label Distribution
Use Label 7 for171.69
(Protocol (LDP) 171.69

(Downstream Allocation)
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IP Switching based on Labels

e And here’s how IP packets are switched using the I@

o

-\
In Address Out | Out In Address Out |Dut In Address Oout Lc;ut
Label| Prefix I'face |Label bel| Prefix |I'face |[Label Label|l Prefix I'face |Label
N 128.89 1 | 4 128.89 0 | 9 “ 128.89 0 -
I -] 171.69 1| 5 5 | 171.69 1 7

0 128.89

_,_..——-—‘""-——F"

“ 128.89.25.4 |[’f'=Ita

128.89.25.4 I Data

1

B ——

—
128.89.254 L% 128.89.254 |Data

Label Switch Forwards
Based on Label

171.69
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MPLS Summary

There’s a lot more to MPLS than covered here %

The driving force for MPLS is traffic e

MPLS can be used to provision Vlrt %%ate Networks
(VPN).

MPLS can provide a fast re% prowsmned ) when a
failure occurs in the cation path. Much faster than

traditional IP routin

MPLS is well d and has been implemented in most
large netv@%@ven If you don’t see it from the edge.
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Generic Framing Procedure (GFP)

e Data sent over a transmission media must be fran@@?that
the receiver can find the start of the frame.

e A problem with using special character Ing, such
as I1s done in HDLC (0x7e), Is that the cter must be

shielded in the data, which wiII ransmission of
additional bits.

— Shielding character of@{@%o every 0x7e and Ox7d that
appears in the d ave a 0x7d added in front of it.

— Causes indeter transmission expansion.
To provide ral way of framing data, that does not

cause sion expansion, ANSI and the ITU developed
the ric Framing Procedure (GFP).

@@
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Generic Framing Procedure (GFP) 1

e A way of framing variable length data without a fran@

character.
o

— To overcome the problem of “shielding” in P
e GFP is being defined in the ANSI T1X1 mittee.
— Can be thought of a variable Ie%%@@ ype of framing.
t

— Header has header check o payload length. GFP
frame delineation is simi %ihding ATM header.

4.0¢ %
Length specified in the t %
octets of the PLI is
frame length, i %header. _
Max frame si refore, is Variable length
(64K-@ 535 octets). 0 ayI oad

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 368

PLI = Payload length indicator
HEC = Header error control (CRC-16)




Generic Framing Procedure (GFP)

e There’s a lot more to GFP, as hinted by this diagram

won't cover it all here.

Client Data Frames

Core Header

Payload
Area

v >
Bit Tranamission
Byte Order
Transmission
Order

11/12/2014

Payload Length MSB

Payload Length LSB

Payleoad Type MSEB

O

Coljp HEC MSE

Payload Type LSB

UPI

Core HEC LSB

Type HEC MSB

Type HEC LSB

Payload Header

Payload

Information
Fixed Length
N x [536,520]

oF

Variable Length

Packets

0-50 Bytes of

Extension Headers
(Optienal)

ciD

Spare

Extension HEC MSB

Extension HEC LSB

Payload FCS MSE

Linear Extenzion
Header shown
{others may apgply)

Client Control Frames

Payload FCS Payload FCS
0x00 (OxBG)
Pavload FC5
0x00 (OxAB)
Payload FCS LSB
ox00 (0x31)
0x00 (OXEO)
) ] ) ] |dle Frame (scrambled)
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Optical Transport Network (OTN)

* SONET was designed to provide voice transport @@
— Each frame is 125us. \\

e But there’s a lot of overhead in SONET, es @ y when used
to carry data.

* As optical technology develope%lg@@vious guestion was
“Why not send data over the ﬁ%e ‘directly’ without using

SONET?” )

* But SONET also pr i& number of necessary features:
— Framing @
— Operatio Inistration Management & Provisioning

ecking through bit interleaved parity.

@J@gr reporting and recovery mechanisms.
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Optical Transport Network

e The ITU began work on a technology that wou@
optimized for carriage of multiple data S|g d targeted

at DWDM fiber systems.
. SONET/SDH would be one of th ; |gnals carried, along
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Digital Wrapper

G

- o)

The Digital Wrapper is a frame structur§! @% e ways

similar to SONET, that provides franyng, rate adaption,
OA&M, and error detection and.cefrection.

The basic structure is four ,Wwith the first 16 columns
carrying the overheacki tion. This is followed by 3808
columns of paylo e end is 256 columns of “parity”
octets used fqr etection and correction.

The str%c@ he frame is shown In the next slide.

@@%x
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Digital Wrapper Frame Structure

e Asyou can see, this “envelope” looks similar to aﬁ@%ﬁ
frame.

e We'll look at the detalls of the overhead @%ut first, let's
look at the Forward Error Correctlo

Columns: 1 15 3825 4080

Rows: 1 0TU OH

0TU FEC

0AM Overhead



Forward Error Correction

* Basic building block is a Reed-Solomon code, gﬁ?a
RS(255,239) code.

— Reed Solomon codes operate on symbols in @HS Here, a symbol
IS an octet (8 bits).

— RS(255,239) code can correct up tw S in error or detect up to 16
symbols in error.

* RS codes are 16 inter form a row.
— Can correct an err p to 128 octets.

e Four rows for

lly a
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Basic Reed-Solomon Frame

255 total octets

A
=
1 octet {
)\~ N /
Y ~N Y
Framing 238 payload octets 16 RS redundant octets
& OAM&P

This octet wide package is repeated
to create a frame.

P. Michael Henderson, mike@michael-henderson.us 375
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Each row is a subframe

\

\ : | 255 Columns
1 I
|
2 |
3|19,
16 sets of | e ;
subframes| e l
o |
|
15(31 !
| 16 !
_A )
' Y
~ Overhead 238 octets 16 RS octets ‘
Transmit octet
order | 4 2 16 | 17 | 18 3824 4080
4081|4082 4096 | 409714098 7904 8160
8161|8162 81731817418175 11984 12240
12241112242 12256]12257112258 16064 16320

11/12/2014

16 subframes are interleaved to form
a row. Four rows form a frame.
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Digital Wrapper (continued)

e Three line rates have been defined. @%
— Levels 1, 2, and 3, corresponding roughly to s, 10 Ghbps,

and 40 Ghps. @
e Payload rates are standard SONET/&@@S.
C-

— Payload rate of level 1 signal is%@y 48/STM-16.
— Payload rate of level 2 signakls exactly OC-192/STM-64, taking
Into account the multipl four level 1 signals.

— The level 3 signal llar but can mux 16 level 1 signals.

e QOverheadisl 67%), 18/255 (7.06%) or 19/255 (7.45%).
— ‘f@"@. Is equal to standard SONET/SDH rates.
— Userq 3‘5 tually gain line speed if SONET/SDH is not used in
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Digital Wrapper Line Rates

* Alevel 1 signal has 238 octets of payload out of eve

octets. So the line rate is 255/238 times the OC-4@t§.

Four level 1 signals can be multiplexed into@ 2 signal.
The FEC of the level 1 signals do not ne@ e carried but

the OA&M octets do need to be carrigdh Four level 1 signals,
without FEC, are 9.995 100 505 7 Carrying that in 238 of

255 octets gives a rate of ab@g .709 225 316 Ghps.

A level 3 signal can ca evel 1 signals, or 4 level 2
signals, and can ated the same way.

Level of Approximate Line  Time to transmit Time to transmit
Signal Rate (Ghps) onerow (us)  one frame (us)
1 2.666 057 143 12.242 48.971

2 10.709 225 316 3.047 12.191

@@ 3 43.018 413 559 0.759 3.034
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Digital Wrapper Implementation

Overspeed

0C-48 (~2.666Gbps) or
0C-192 (~10.709 Gbps)
when operating in G.709

Overspeed <

0c48 (-26666bps)|  TFANSCEIVEr

TX

mode. \

or

0C-192 (~10.709
Gbps)

fiber TXRx (G.709) | Transcei

RX

11/12/2014

&

Framer

:%&>

OC-48 or
0C-192

ver & /

P. Michael Henderson, mike@michael-henderson.us
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Performance Improvement with FEC

e The G.709 FEC can provide about a 6dB improveme

SNR, allowing longer reach. Routes designed fo

.eO

could now be used for 10Gbps.

@@

11/12/2014

1

, 10

BER

10
10

10

B o n IS da

v G.709

w Uncorrected

5.86 dB

6.2 dB
11 12

o
r@@ﬁps
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G.709 Overhead

1(2 3|4 |5|6|7]|8]9(10|11(12|13 |14
1 Transport OH (OTU)
2
3 Data OH (ODU)
4

The G.709 overhead is divided into three areas:
Transport, Data, and Payload

OTU = Optical Channel Transport Unit
ODU = Optical Channel Data Unit
OPU = Optical Channel Payload Unit

P. Michael Henderson, mike@michael-henderson.us 381
11/12/2014



Transport Overhead (OTU)

Al=11110110
A2 =0010 1000

11/12/2014

112|134 |5|6|7|8]|9]|10[11|12|13|14]15
1 |AL| ALl | ALl |A2| A2 | A2 |MFAS SM GCCO | RES
N
2 N
FAS
3
4
SM
FAS  Frame alignment signal 1 2 3
MFAS Multi-frame alignment signal (256) TTI BIP-8
SM Section monitoring |
GCC  General communication channel 1 - .
o 0 1|2]3/4|5]|6|7]8
RES  Reserved for future standardization ; —_
| SAPI BEI |Q|<|RES
TTI  Trail trace identifier 1o
SAP|  Source access point identifier | DAP|
DAPI  Destination access point identifier 5,
BIP-8  Bitinterleaved parity -8 32 S'P'S Comp“teg OVer a"dF,)OH and
BEI Backward error indication ‘ frztrf]‘;it;ts’ and nserted In
BDI Backward Defect Indication Operator
IAE Incoming alignment error Specific
P. Michael Henderson, mike@michaelééenderson.us 382




Data Overhead (ODU)

11234 |5|6]|7|8|9 (1011121314
1 Frame alignment OH Transport Specific OH
2| REs [} TCMe TCM5 TCM4  |FILT
3 TCM3 TCM2 TCM1 PM EXP
4 | GCC1 GCC2 APS/PCC RES
1 2
PM Path monitoring TTI Trail trace identifier TTi BIP-8i
TCM  Tandem connection monitoring SAPI  Source access point identifier |
RES  Reserved for future standardization DAPI  Destination access point identifieg‘ 1 S TaTa[5]6]7] 8
ACT  Activation/deactivation control BIP-8  Bitinterleaved parity —8 | SAP| _ = _
channel BEI  Backward error indication . BEIi | Q| STATI
FTFL Fault type & fault location BDI Backward Defect Indication 16 STAT for PM:
GCC  General communication channel STAT  Status indicator | DAPI 001 Normal signal
APS  Automatic protection & switching  IAE Incoming alignment error 31 STAT for TCM
channel LCK Locked signal 32 001 In use w/o IAE
PCC  Protection communication control ~ OCI Open connection indication i 010 In use w/ IAE
channel AIS Alarm indication signal | Operator STAT Common:
i Specific 101 LCK
613 110 OcCl
111 AIS
P. Michael Henderson, mike@michael-henderson.us 383
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Tandem Connections

TCM6 TCM6 TCM6 TCM6 TCM6
TCM5 TCM5 TCM5 TCM5 TCM5
TCM4 TCM4 TCM4 TCM4 TCM4
TCM3 TCM3 TCM3
TCM2 TCM2 TCM2 TCM2 TCM2
TCM1 TCM1 TCM1 TCM1 TCM1
Al | B1 c1 | B2 | c2 |
| | | | \ |
y Cl-cC2 N
. B1-B2 -
b Al-A2 N
TCMi | TCM OH field not in use TCMi | TCM OH field in use

11/12/2014
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Payload Overhead (OPU)

11/12/2014

1|12|3|4|5|6|7|8]|9|10[11|12|13|14|15]16
1 Frame alignment OH Transport OH RES|JC| D | D
2 RES|JC| D | D
3 Data OH RES|JC( D | D
4 PSI|NJO[PJO| D

PSI Payload structure identifier

RES Reserved for future standardization

JC Justification control

NJO  Negative justification opportunity

PJO Positive justification opportunity

D Payload data

P. Michael Henderson, mike@michael-henderson.us
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Multiplexing

e Tomultiplex level 1 ® TR ] e
signals into a level 2 N ésiggﬁggggjﬁ T ggg
signal, the payload ‘, T . 0
area of the level 2 . gggaligggiii oPueatoss ;5%@
signal is divided into4 [ i 11
repeating columns that : ; gg . i
the level 1 signals are R ) { 4 1
Inserted into. C | i : o

) . B OPU2 Payioad kL

. Alevel 1o level 30N * ) fgigzgggggiqg o 52‘%&'
multiplex is r ut 1 HE : i
reomediomes - — il ~— I
into 16epeating T TR : 10

Ok = KN
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Carrying SONET inan OTN Frame

4

The SONET rate that can be carried in a level 1 99@‘@%
OC-48 signal.

That signal may not be exactly the same ra@we payload
n

of the level 1 signal so there are octet s for a
negative and positive justification unity — one octet
each.

Justification is controlle e justification control octets —
majority voting apph% can occur each OTN frame.
J<p|D 3805D D

4 up|p 3805D D

é S 3805D D

7 ,.E,- = 3805D D

-
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Carrying SONET inan OTN Frame

 The SONET rate that can be carried in a level 2 suyr@&% \
0C-192 signal.

* The payload rate of a level 2 signal is high
signal so 16 octets are stuff octets in

an 0C-192

* As before, there are positive an Ve justification
octets, and justification may. ach OTN frame.
m@ N

1 ﬁ = 118 x 16D L6ES 119 x 16D

2 5 = 118 x 16D L6ES 119 x 16D

3 E = 118 x 16D 16ES 119 x 16D

4 E % %‘ 15D + 117 % 16D | 16FS 119 x 16D

\ S/

11/12/2014 P. Michael Henderson, mike@michael-henderson.us copyright 2014 388



Carrying SONET inan OTN Frame

15
16

-------

2L

2544

2545

The SONET rate that can be carried in a level 3 si
OC-768 signal.

* The payload rate of a level 3 signal is hi
signal so there are two columns of

* As before, there are positive a
octets, and justification ma

a

(S

2560

%@ﬁ@he

n an OC-768
octets.

Ive justification
each OTN frame.

RES

[

"

P. Michael Henderson, mike@michael-henderson.us copyright 2014

= 78 = 16D 16FS 79 = 16D 16FS 79 = 16D
7
;j = 78 = 16D 16FS 79 = 16D 16FS 79 = 16D
7
i;_;l = 78 x 16D 16FS 79 = 16D 16FS 79 x 16D
e [
4 Z 15D+ 77 = 16D 16FS 79 = 16D 16FS 79 = 16D




OTN - Digital Wrapper

o)

e There’s much more to the OTN/Digital &@3 ,and it
continues to evolve.

e There are ways to carry high s %ernet frames, and

specifications for multi-lan
100Gbps, among oth

e But now, let's look:
networks.

11/12/2014

r speed links — over

physical network for optical

P. Michael Henderson, mike@michael-henderson.us copyright 2014

390



All Optical Network

* In the early days, the belief was that we could pr;
optical network, routing by switching of lam
customers could put any traffic they wa

e Didn’t pan out for a number of r%@

— Inefficient use of bandwidth. € ers often wanted to carry
1Gb Ethernet, which is waysB€low the capacity of a lambda.

— But the biggest probl OAM&P. A network has to be
managed and |

Ing raw bandwidth doesn’t mean you
can monit ork, or easily provision service.

e That'sw Igital wrapper technology was developed.

@@@%
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to the lambda.
















Digital Wrapper (G.709 )
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4080 Columns

3825 4080

4 Rows

0AM Overhead
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Redundant RS octets are stripped off of lower rate signals, but OH octetS
Therefore, 16 additional octets must be provided for each rate increment.

< W0 o <
LO O P~ iiessssssssssssssssssssssee QO O ,,... AN QN ieeesessssssssssssssssssssssssssss AN
AR 23 2 2 3
9]
1|0 O 118 x 16D 16FS 119 x 16D
)
2 dl O 118 x 16D 16FS 119 x 16D
%)
3 O 118 x 16D 16FS 119 x 16D
4838 15D + 117 x 16D 16FS 119 x 16D
Framing of a level 2 payload to allow for multiplexing
< w0 o < W0 o <
O O L Liiireessnes © O, .00 00 QO ,iseesssssssssss I S (P © O L iiieesssses N
RS S 3 oS N & Q& 3
D)
1S 78 x 16D 16FS 79 x 16D 16FS 79 x 16D
)]
2 WS 78 x 16D 16FS 79 x 16D 16FS 79 x 16D
D)
3 WS 78 x 16D 16FS 79 x 16D 16FS 79 x 16D
4 D g g 15D + 77 x 16D | 16FS 79 x 16D 16FS 79 x 16D

FS = fixed stuff octets ~ Framing of a level 3 payload to allow for multiplexing

P. Michael Henderson, mike@michael-henderson.us
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* AESA

11/12/2014

AFI Dcc HO-DSP ESI SEL
. | | | | | | | | | |
+—— IDP—
: : DCC ATM Format
— D] —=
[ [ [ [ [ [ [ [ [ [ [ [ [
AFI IcD HO-DSP ESI SEL
| | | | | | | | | |

AFI1 E.164 HO-DSP ESI SEL
I I I I I I . I I I
- IoP !
- 18]l = AFIl: Authority and Format ldentifiar
' DCC: Data Country Code
MSAP format E.164 E.164: ISDN (telephone) Number

ESl: End-System Identifier (IEEE)
HO-DSP: High Order part of DSP
ICD: International Code Designator
ID1; Initial Domain ldentifier
IDP: Initial Demain Part
SEL: NSAP Selector
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